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C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 14m v1.31.4

C:\Windows\system32>kubectl create deployment apache --image=httpd

deployment.apps/apache created

#create a container with image httpd inside kuberntent

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-7hrlq 1/1 Running 0 84s

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 33m v1.31.4

deepanshu\_dev@DESKTOP-BA6T73K:~$ ls -l ~/.kube/config

-rw-r--r-- 1 deepanshu\_dev deepanshu\_dev 5636 Feb 10 13:41 /home/deepanshu\_dev/.kube/config

deepanshu\_dev@DESKTOP-BA6T73K:~$

C:\Windows\system32>kubectl run nginx1 --image=nginx

pod/nginx1 created

C:\Windows\system32>kubectl get deployments

NAME READY UP-TO-DATE AVAILABLE AGE

apache 1/1 1 1 20m

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-7hrlq 1/1 Running 0 20m

nginx1 0/1 ContainerCreating 0 19s

C:\Windows\system32>kubectl loge nginx1

error: unknown command "loge" for "kubectl"

Did you mean this?

logs

C:\Windows\system32>kubectl logs nginx1

/docker-entrypoint.sh: /docker-entrypoint.d/ is not empty, will attempt to perform configuration

/docker-entrypoint.sh: Looking for shell scripts in /docker-entrypoint.d/

/docker-entrypoint.sh: Launching /docker-entrypoint.d/10-listen-on-ipv6-by-default.sh

10-listen-on-ipv6-by-default.sh: info: Getting the checksum of /etc/nginx/conf.d/default.conf

10-listen-on-ipv6-by-default.sh: info: Enabled listen on IPv6 in /etc/nginx/conf.d/default.conf

/docker-entrypoint.sh: Sourcing /docker-entrypoint.d/15-local-resolvers.envsh

/docker-entrypoint.sh: Launching /docker-entrypoint.d/20-envsubst-on-templates.sh

/docker-entrypoint.sh: Launching /docker-entrypoint.d/30-tune-worker-processes.sh

/docker-entrypoint.sh: Configuration complete; ready for start up

2025/02/10 08:54:22 [notice] 1#1: using the "epoll" event method

2025/02/10 08:54:22 [notice] 1#1: nginx/1.27.4

2025/02/10 08:54:22 [notice] 1#1: built by gcc 12.2.0 (Debian 12.2.0-14)

2025/02/10 08:54:22 [notice] 1#1: OS: Linux 5.15.167.4-microsoft-standard-WSL2

2025/02/10 08:54:22 [notice] 1#1: getrlimit(RLIMIT\_NOFILE): 1048576:1048576

2025/02/10 08:54:22 [notice] 1#1: start worker processes

2025/02/10 08:54:22 [notice] 1#1: start worker process 28

2025/02/10 08:54:22 [notice] 1#1: start worker process 29

2025/02/10 08:54:22 [notice] 1#1: start worker process 30

2025/02/10 08:54:22 [notice] 1#1: start worker process 31

C:\Windows\system32>kubectl describe pod nginx1

Name: nginx1

Namespace: default

Priority: 0

Service Account: default

Node: docker-desktop/192.168.65.3

Start Time: Mon, 10 Feb 2025 14:23:44 +0530

Labels: run=nginx1

Annotations: <none>

Status: Running

IP: 10.1.0.17

IPs:

IP: 10.1.0.17

Containers:

nginx1:

Container ID: docker://febe002d9b247775ec53181b289acd73a93a923f7400674bdfe267c8672a1381

Image: nginx

Image ID: docker-pullable://nginx@sha256:91734281c0ebfc6f1aea979cffeed5079cfe786228a71cc6f1f46a228cde6e34

Port: <none>

Host Port: <none>

State: Running

Started: Mon, 10 Feb 2025 14:24:20 +0530

Ready: True

Restart Count: 0

Environment: <none>

Mounts:

/var/run/secrets/kubernetes.io/serviceaccount from kube-api-access-hvwf8 (ro)

Conditions:

Type Status

PodReadyToStartContainers True

Initialized True

Ready True

ContainersReady True

PodScheduled True

Volumes:

kube-api-access-hvwf8:

Type: Projected (a volume that contains injected data from multiple sources)

TokenExpirationSeconds: 3607

ConfigMapName: kube-root-ca.crt

ConfigMapOptional: <nil>

DownwardAPI: true

QoS Class: BestEffort

Node-Selectors: <none>

Tolerations: node.kubernetes.io/not-ready:NoExecute op=Exists for 300s

node.kubernetes.io/unreachable:NoExecute op=Exists for 300s

Events:

Type Reason Age From Message

---- ------ ---- ---- -------

Normal Scheduled 118s default-scheduler Successfully assigned default/nginx1 to docker-desktop

Normal Pulling 115s kubelet Pulling image "nginx"

Normal Pulled 85s kubelet Successfully pulled image "nginx" in 30.065s (30.065s including waiting). Image size: 72188133 bytes.

Normal Created 82s kubelet Created container nginx1

Normal Started 80s kubelet Started container nginx1

C:\Windows\system32>kubectl exec -it nginx1 --bash

error: unknown flag: --bash

See 'kubectl exec --help' for usage.

C:\Windows\system32>kubectl exec -it nginx1 --bash

error: unknown flag: --bash

See 'kubectl exec --help' for usage.

C:\Windows\system32>kubectl exec -it nginx1 -- /bin/bash

root@nginx1:/#

exit

C:\Windows\system32>kubectl delete pod nginx1

pod "nginx1" deleted

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-7hrlq 1/1 Running 0 25m

C:\Windows\system32>

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-7hrlq 1/1 Running 0 25m

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 50m v1.31.4

C:\Windows\system32>kubectl describe node docker-desktop

Name: docker-desktop

pod.yml

apiVersion: v1

kind: Pod

metadata:

  name: nginx

spec:

  containers:

  - name: nginx-container

    image: nginx

**### Create Pod Using Manifest File**

```sh

kubectl apply -f pod.yaml

```

**#### List the Running Pods**

```sh

kubectl get pods

```

**#### Delete the Resources Created via pod.yaml file**

```sh

kubectl delete -f pod.yaml

```

pod/nginx created

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-km7nr 1/1 Running 0 11m

nginx 1/1 Running 0 19s

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl delete -f pod.yml

pod "nginx" deleted

C:\Windows\system32>kubectl api-resources

NAME SHORTNAMES APIVERSION NAMESPACED KIND

bindings v1 true Binding

componentstatuses cs v1 false ComponentStatus

configmaps cm v1 true ConfigMap

endpoints ep v1 true Endpoints

events ev v1 true Event

limitranges limits v1 true LimitRange

namespaces ns v1 false Namespace

nodes no v1 false Node

persistentvolumeclaims pvc v1 true PersistentVolumeClaim

persistentvolumes pv v1 false PersistentVolume

pods po v1 true Pod

podtemplates v1 true PodTemplate

replicationcontrollers rc v1

apiVersion: v2

kind: Pod

metadata:

  name: nginx

spec:

  containers:

  - name: nginx-container

    image: nginx

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f pod.yml

error: resource mapping not found for name: "nginx" namespace: "" from "pod.yml": no matches for kind "Pod" in version "v2"

ensure CRDs are installed first

PS E:\CKA BY zeal vora\PracticeME\section2>

apiVersion: v1

kind: Pod

metadata:

  name: nginx

spec:

  containers:

  - name: nginx-container

    image: nginx

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f pod.yml

pod/nginx created

apiVersion: v1

kind: Pod

metadata:

  name: nginx-2

spec:

  containers:

  - name: nginx-container

    image: nginx

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f pod.yml

pod/nginx-2 created

PS E:\CKA BY zeal vora\PracticeME\section2>

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-km7nr 1/1 Running 0 31m

nginx 1/1 Running 0 70s

nginx-2 1/1 Running 0 35s

C:\Windows\system32>kubectl delete pods apache-7d8d5c5d5-km7nr

pod "apache-7d8d5c5d5-km7nr" deleted

C:\Windows\system32>kubectl run nginx --image=nginx

pod/nginx created

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-4j9pp 1/1 Running 0 12m

nginx 0/1 ContainerCreating 0 8s

C:\Windows\system32>kubectl run nginx2 --image=nginx --dry-run=client

pod/nginx2 created (dry run)

$ nginx2 pod never be created , as it just validate resoeurces

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-4j9pp 1/1 Running 0 16m

nginx 1/1 Running 0 4m15s

C:\Windows\system32>kubectl run nginx2 --image=nginx -o yaml

apiVersion: v1

kind: Pod

metadata:

creationTimestamp: "2025-02-10T09:58:56Z"

labels:

run: nginx2

name: nginx2

namespace: default

resourceVersion: "9022"

uid: a41e32ae-8923-4566-b57b-cce255ab071b

spec:

containers:

- image: nginx

imagePullPolicy: Always

name: nginx2

resources: {}

terminationMessagePath: /dev/termination-log

terminationMessagePolicy: File

volumeMounts:

- mountPath: /var/run/secrets/kubernetes.io/serviceaccount

name: kube-api-access-cvkt2

readOnly: true

dnsPolicy: ClusterFirst

enableServiceLinks: true

preemptionPolicy: PreemptLowerPriority

priority: 0

restartPolicy: Always

schedulerName: default-scheduler

securityContext: {}

serviceAccount: default

serviceAccountName: default

terminationGracePeriodSeconds: 30

tolerations:

- effect: NoExecute

key: node.kubernetes.io/not-ready

operator: Exists

tolerationSeconds: 300

- effect: NoExecute

key: node.kubernetes.io/unreachable

operator: Exists

tolerationSeconds: 300

volumes:

- name: kube-api-access-cvkt2

projected:

defaultMode: 420

sources:

- serviceAccountToken:

expirationSeconds: 3607

path: token

- configMap:

items:

- key: ca.crt

path: ca.crt

name: kube-root-ca.crt

- downwardAPI:

items:

- fieldRef:

apiVersion: v1

fieldPath: metadata.namespace

path: namespace

status:

phase: Pending

qosClass: BestEffort

$ throguht this yaml file a pod is created ,

apiVersion: v1

kind: Pod

metadata:

  name: multi-container-pod

spec:

  containers:

  - name: nginx-container

    image: nginx

  - name: redis-container

    image: redis

apiVersion: v1

kind: Pod

metadata:

  name: nginx-2

spec:

  containers:

  - name: nginx-container

    image: nginx

C:\Windows\system32>kubectl run nginx4 --image=nginx --dry-run=client -o yaml

apiVersion: v1

kind: Pod

metadata:

creationTimestamp: null

labels:

run: nginx4

name: nginx4

spec:

containers:

- image: nginx

name: nginx4

resources: {}

dnsPolicy: ClusterFirst

restartPolicy: Always

status: {}

$ pod is not create but generate a manift file to create a pod , we are gerneatiing a mainst file thorugh a cli command

C:\Windows\system32>kubectl run nginx4 --image=nginx --dry-run=client -o yaml > pod-custom.yaml

# we are stoing manist file into pod-custom.yaml file or foarmt

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f pod.yml

error: resource mapping not found for name: "nginx" namespace: "" from "pod.yml": no matches for kind "Pod" in version "v2"

ensure CRDs are installed first

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f pod.yml

pod/nginx created

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f pod.yml

pod/nginx-2 created

PS E:\CKA BY zeal vora\PracticeME\section2>

\* History restored

See 'kubectl --help' for usage.

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f multi-container-pod.yml

pod/multi-container-pod created

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f pod.yml

pod/nginx-2 created

PS E:\CKA BY zeal vora\PracticeME\section2>

Microsoft Windows [Version 10.0.19045.5440]

(c) Microsoft Corporation. All rights reserved.

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 4h57m v1.31.4

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-wxg7z 1/1 Running 1 (3m38s ago) 179m

C:\Windows\system32>kubectl get deployments

NAME READY UP-TO-DATE AVAILABLE AGE

apache 1/1 1 1 4h36m

C:\Windows\system32>kubectl apply -f multi-container-pod.yml

error: the path "multi-container-pod.yml" does not exist

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-wxg7z 1/1 Running 1 (32m ago) 3h28m

multi-container-pod 0/2 ContainerCreating 0 8s

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-wxg7z 1/1 Running 1 (41m ago) 3h36m

multi-container-pod 2/2 Running 0 8m31s

nginx-2 1/1 Running 0 28s

C:\Windows\system32>kubectl describe pod multi-container-pod

Name: multi-container-pod

Namespace: default

Priority: 0

Service Account: default

Node: docker-desktop/192.168.65.3

Start Time: Mon, 10 Feb 2025 19:07:58 +0530

Labels: <none>

Annotations: <none>

Status: Running

IP: 10.1.0.33

IPs:

IP: 10.1.0.33

Containers:

nginx-container:

Container ID: docker://36be2583087d4cadf37da188178446290707792ee9c7b7e02786d2c6468fea0f

Image: nginx

Image ID: docker-pullable://nginx@sha256:91734281c0ebfc6f1aea979cffeed5079cfe786228a71cc6f1f46a228cde6e34

Port: <none>

Host Port: <none>

State: Running

Started: Mon, 10 Feb 2025 19:08:09 +0530

Ready: True

Restart Count: 0

Environment: <none>

Mounts:

/var/run/secrets/kubernetes.io/serviceaccount from kube-api-access-wt48n (ro)

redis-container:

Container ID: docker://2063c812616eac9b77eacccca33dd34f1632836a67dc5171162b6b4b93f8296c

Image: redis

Image ID: docker-pullable://redis@sha256:93a8d83b707d0d6a1b9186edecca2e37f83722ae0e398aee4eea0ff17c2fad0e

Port: <none>

Host Port: <none>

State: Running

Started: Mon, 10 Feb 2025 19:08:30 +0530

Ready: True

Restart Count: 0

Environment: <none>

Mounts:

/var/run/secrets/kubernetes.io/serviceaccount from kube-api-access-wt48n (ro)

Conditions:

Type Status

PodReadyToStartContainers True

Initialized True

Ready True

ContainersReady True

PodScheduled True

Volumes:

kube-api-access-wt48n:

Type: Projected (a volume that contains injected data from multiple sources)

TokenExpirationSeconds: 3607

ConfigMapName: kube-root-ca.crt

ConfigMapOptional: <nil>

DownwardAPI: true

QoS Class: BestEffort

Node-Selectors: <none>

Tolerations: node.kubernetes.io/not-ready:NoExecute op=Exists for 300s

node.kubernetes.io/unreachable:NoExecute op=Exists for 300s

Events:

Type Reason Age From Message

---- ------ ---- ---- -------

Normal Scheduled 8m56s default-scheduler Successfully assigned default/multi-container-pod to docker-desktop

Normal Pulling 8m50s kubelet Pulling image "nginx"

Normal Pulled 8m46s kubelet Successfully pulled image "nginx" in 3.939s (3.94s including waiting). Image size: 72188133 bytes.

Normal Created 8m45s kubelet Created container nginx-container

Normal Started 8m44s kubelet Started container nginx-container

Normal Pulling 8m43s kubelet Pulling image "redis"

Normal Pulled 8m25s kubelet Successfully pulled image "redis" in 18.02s (18.02s including waiting). Image size: 45006683 bytes.

Normal Created 8m24s kubelet Created container redis-container

Normal Started 8m23s kubelet Started container redis-container

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-wxg7z 1/1 Running 1 (44m ago) 3h39m

multi-container-pod 2/2 Running 0 11m

nginx-2 1/1 Running 0 3m19s

C:\Windows\system32>kubectl exec -it nginx-2 --bash

error: unknown flag: --bash

See 'kubectl exec --help' for usage.

C:\Windows\system32>kubectl exec -it nginx-2 -- /bin/bash

root@nginx-2:/#

exit

C:\Windows\system32>kubectl exec -it multi-container-pod --bash

error: unknown flag: --bash

See 'kubectl exec --help' for usage.

C:\Windows\system32>kubectl exec -it mutli-container-pod -- /bin/bash

Error from server (NotFound): pods "mutli-container-pod" not found

C:\Windows\system32>kubectl exec -it multi-container-pod -- /bin/bash

Defaulted container "nginx-container" out of: nginx-container, redis-container

root@multi-container-pod:/# ls

bin boot dev docker-entrypoint.d docker-entrypoint.sh etc home lib lib64 media mnt opt proc root run sbin srv sys tmp usr var

root@multi-container-pod:/#

exit

C:\Windows\system32>kubectl exec -it -c redis-container -- /bin/bash

error: pod, type/name or --filename must be specified

C:\Windows\system32>kubectl exec -it multi-container-pod -c redis-container -- bin/bash

OCI runtime exec failed: exec failed: unable to start container process: exec: "bin/bash": stat bin/bash: no such file or directory: unknown

command terminated with exit code 126

C:\Windows\system32>kubectl exec -it multi-container-pod -c redis-container -- /bin/sh

#

C:\Windows\system32>kubectl exec -it multi-container-pod -c redis-container -- /bin/bash

root@multi-container-pod:/data# ls

root@multi-container-pod:/data# pwd

/data

root@multi-container-pod:/data#

exit

C:\Windows\system32>kubectl delete -f pod.yml

error: the path "pod.yml" does not exist

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-wxg7z 1/1 Running 1 (59m ago) 3h55m

multi-container-pod 2/2 Running 0 27m

nginx-2 1/1 Running 0 19m

C:\Windows\system32>kubectl delete nginx-2 multi-container-pod apache-7d8d5c5d5-wxg7z

error: the server doesn't have a resource type "nginx-2"

C:\Windows\system32>kubectl pod delete nginx-2 multi-container-pod apache-7d8d5c5d5-wxg7z

error: unknown command "pod" for "kubectl"

Did you mean this?

top

C:\Windows\system32>kubectl delete pod nginx-2 multi-container-pod apache-7d8d5c5d5-wxg7z

pod "nginx-2" deleted

pod "multi-container-pod" deleted

pod "apache-7d8d5c5d5-wxg7z" deleted

C:\Windows\system32>

# Cmd will execute the containers automatically we don’t need to specify any command here thorugh cmd it will execute.

FROM busybox:latest

CMD ["ping","-c","3","google.com"]

PS E:\CKA BY zeal vora\PracticeME\section2\dockerfile> docker build -t myimage .

[+] Building 58.4s (6/6) FINISHED

C:\Windows\system32>docker run myimage

PING google.com (142.250.192.174): 56 data bytes

64 bytes from 142.250.192.174: seq=0 ttl=63 time=37.821 ms

64 bytes from 142.250.192.174: seq=1 ttl=63 time=56.056 ms

64 bytes from 142.250.192.174: seq=2 ttl=63 time=37.054 ms

--- google.com ping statistics ---

3 packets transmitted, 3 packets received, 0% packet loss

round-trip min/avg/max = 37.054/43.643/56.056 ms

FROM ubuntu

ENTRYPOINT [ "/bin/echo" ]

CMD [ "hello","world" ]

PS E:\CKA BY zeal vora\PracticeME\section2\sile> docker build -t sile .

[+] Building 14.0s (4/6)

C:\Windows\system32>docker run sile

hello world

C:\Windows\system32>docker docker run sile how are you

docker: 'docker' is not a docker command.

See 'docker --help'

C:\Windows\system32>docker run sile how are you

how are you

C:\Windows\system32>

$ cmd command is over written by how are you and is append

C:\Windows\system32>docker run myimage

PING google.com (142.250.192.174): 56 data bytes

64 bytes from 142.250.192.174: seq=0 ttl=63 time=37.821 ms

64 bytes from 142.250.192.174: seq=1 ttl=63 time=56.056 ms

64 bytes from 142.250.192.174: seq=2 ttl=63 time=37.054 ms

--- google.com ping statistics ---

3 packets transmitted, 3 packets received, 0% packet loss

round-trip min/avg/max = 37.054/43.643/56.056 ms

C:\Windows\system32>docker run sile

hello world

C:\Windows\system32>docker docker run sile how are you

docker: 'docker' is not a docker command.

See 'docker --help'

C:\Windows\system32>docker run sile how are you

how are you

C:\Windows\system32>docker images

REPOSITORY TAG IMAGE ID CREATED SIZE

my-jenkins latest 1f5cb45d9335 2 days ago 1.09GB

nginx latest 91734281c0eb 4 days ago 279MB

docker dind ba55987d5a56 8 days ago 517MB

sile latest 37be30fffbc8 2 weeks ago 117MB

httpd latest 3195404327ec 2 weeks ago 221MB

redis latest 93a8d83b707d 5 weeks ago 173MB

docker/desktop-kubernetes kubernetes-v1.31.4-cni-v1.6.0-critools-v1.31.1-cri-dockerd-v0.3.15-1-debian 1405239673ef 2 months ago 577MB

registry.k8s.io/kube-apiserver v1.31.4 ace6a943b058 2 months ago 125MB

registry.k8s.io/kube-scheduler v1.31.4 1a3081cb7d21 2 months ago 90.8MB

registry.k8s.io/kube-controller-manager v1.31.4 4bd1d4a449e7 2 months ago 118MB

registry.k8s.io/kube-proxy v1.31.4 1739b3febca3 2 months ago 126MB

myimage latest 7f83e1691632 4 months ago 6.56MB

registry.k8s.io/etcd 3.5.16-0 c6a9d11cc5c0 5 months ago 211MB

registry.k8s.io/coredns/coredns v1.11.3 9caabbf6238b 6 months ago 85.1MB

registry.k8s.io/etcd 3.5.15-0 a6dc63e6e8cf 6 months ago 208MB

registry.k8s.io/pause 3.10 ee6521f290b2 8 months ago 1.06MB

docker/desktop-vpnkit-controller dc331cb22850be0cdd97c84a9cfecaf44a1afb6e 7ecf567ea070 21 months ago 47MB

docker/desktop-storage-provisioner v2.0 115d77efe6e2 3 years ago 59.2MB

C:\Windows\system32>docker run my-echo-pod --image=myimage:latest --command --echo "Hello from kubectl Run"

Unable to find image 'my-echo-pod:latest' locally

docker: Error response from daemon: pull access denied for my-echo-pod, repository does not exist or may require 'docker login'.

See 'docker run --help'.

C:\Windows\system32>docker run my-echo-pod --image=myimage --command --echo "Hello from kubectl Run"

Unable to find image 'my-echo-pod:latest' locally

docker: Error response from daemon: pull access denied for my-echo-pod, repository does not exist or may require 'docker login'.

See 'docker run --help'.

C:\Windows\system32>kubectl run my-echo-pod --image=myimage --command -- echo "Hello from kubeclt runs"

pod/my-echo-pod created

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-nghtr 1/1 Running 0 138m

my-echo-pod 0/1 ContainerCreating 0 9s

C:\Windows\system32>kubectl logs my-echo-pod

Error from server (BadRequest): container "my-echo-pod" in pod "my-echo-pod" is waiting to start: trying and failing to pull image

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-nghtr 1/1 Running 0 140m

my-echo-pod 0/1 ImagePullBackOff 0 2m36s

C:\Windows\system32>kubectl logs my-echo-pod

Error from server (BadRequest): container "my-echo-pod" in pod "my-echo-pod" is waiting to start: trying and failing to pull image

C:\Windows\system32>kubectl delete my-echo-pod

error: the server doesn't have a resource type "my-echo-pod"

C:\Windows\system32>kubectl delete pod my-echo-pod

pod "my-echo-pod" deleted

FROM busybox:latest

CMD ["ping","-c","5","google.com"]

docker build –t busybox .

C:\Windows\system32>docker images

REPOSITORY TAG IMAGE ID CREATED SIZE

my-jenkins latest 1f5cb45d9335 2 days ago 1.09GB

nginx latest 91734281c0eb 4 days ago 279MB

docker dind ba55987d5a56 8 days ago 517MB

sile latest 37be30fffbc8 2 weeks ago 117MB

httpd latest 3195404327ec 2 weeks ago 221MB

redis latest 93a8d83b707d 5 weeks ago 173MB

docker/desktop-kubernetes kubernetes-v1.31.4-cni-v1.6.0-critools-v1.31.1-cri-dockerd-v0.3.15-1-debian 1405239673ef 2 months ago 577MB

registry.k8s.io/kube-apiserver v1.31.4 ace6a943b058 2 months ago 125MB

registry.k8s.io/kube-controller-manager v1.31.4 4bd1d4a449e7 2 months ago 118MB

registry.k8s.io/kube-scheduler v1.31.4 1a3081cb7d21 2 months ago 90.8MB

registry.k8s.io/kube-proxy v1.31.4 1739b3febca3 2 months ago 126MB

busybox latest 9b4b1626ad63 4 months ago 6.56MB

myimage latest 7f83e1691632 4 months ago 6.56MB

registry.k8s.io/etcd 3.5.16-0 c6a9d11cc5c0 5 months ago 211MB

registry.k8s.io/coredns/coredns v1.11.3 9caabbf6238b 6 months ago 85.1MB

registry.k8s.io/etcd 3.5.15-0 a6dc63e6e8cf 6 months ago 208MB

registry.k8s.io/pause 3.10 ee6521f290b2 8 months ago 1.06MB

docker/desktop-vpnkit-controller dc331cb22850be0cdd97c84a9cfecaf44a1afb6e 7ecf567ea070 21 months ago 47MB

docker/desktop-storage-provisioner v2.0 115d77efe6e2 3 years ago 59.2MB

C:\Windows\system32>kubectl run ping-pong --command -- ping "-c" "30" "google.com"

error: required flag(s) "image" not set

C:\Windows\system32>kubectl run ping-pong --image=busybox --command -- ping "-c" "30" "google.com"

pod/ping-pong created

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-nghtr 1/1 Running 0 151m

ping-pong 0/1 ContainerCreating 0 17s

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-nghtr 1/1 Running 0 152m

ping-pong 1/1 Running 1 (33s ago) 80s

C:\Windows\system32>kubectl logs ping-pong

PING google.com (142.250.183.238): 56 data bytes

64 bytes from 142.250.183.238: seq=0 ttl=63 time=90.617 ms

64 bytes from 142.250.183.238: seq=1 ttl=63 time=132.353 ms

64 bytes from 142.250.183.238: seq=2 ttl=63 time=123.607 ms

64 bytes from 142.250.183.238: seq=3 ttl=63 time=46.305 ms

64 bytes from 142.250.183.238: seq=4 ttl=63 time=71.384 ms

64 bytes from 142.250.183.238: seq=5 ttl=63 time=58.845 ms

64 bytes from 142.250.183.238: seq=6 ttl=63 time=60.519 ms

64 bytes from 142.250.183.238: seq=7 ttl=63 time=72.277 ms

64 bytes from 142.250.183.238: seq=8 ttl=63 time=42.882 ms

64 bytes from 142.250.183.238: seq=9 ttl=63 time=151.534 ms

64 bytes from 142.250.183.238: seq=10 ttl=63 time=131.978 ms

64 bytes from 142.250.183.238: seq=11 ttl=63 time=98.547 ms

64 bytes from 142.250.183.238: seq=12 ttl=63 time=43.315 ms

64 bytes from 142.250.183.238: seq=13 ttl=63 time=63.225 ms

64 bytes from 142.250.183.238: seq=14 ttl=63 time=63.082 ms

64 bytes from 142.250.183.238: seq=15 ttl=63 time=54.651 ms

64 bytes from 142.250.183.238: seq=16 ttl=63 time=132.021 ms

64 bytes from 142.250.183.238: seq=17 ttl=63 time=72.813 ms

64 bytes from 142.250.183.238: seq=18 ttl=63 time=61.585 ms

64 bytes from 142.250.183.238: seq=19 ttl=63 time=221.381 ms

64 bytes from 142.250.183.238: seq=20 ttl=63 time=169.534 ms

64 bytes from 142.250.183.238: seq=21 ttl=63 time=43.429 ms

64 bytes from 142.250.183.238: seq=22 ttl=63 time=149.412 ms

64 bytes from 142.250.183.238: seq=23 ttl=63 time=165.234 ms

64 bytes from 142.250.183.238: seq=24 ttl=63 time=225.895 ms

64 bytes from 142.250.183.238: seq=25 ttl=63 time=112.202 ms

64 bytes from 142.250.183.238: seq=26 ttl=63 time=43.900 ms

64 bytes from 142.250.183.238: seq=27 ttl=63 time=116.429 ms

64 bytes from 142.250.183.238: seq=28 ttl=63 time=90.254 ms

64 bytes from 142.250.183.238: seq=29 ttl=63 time=274.448 ms

--- google.com ping statistics ---

30 packets transmitted, 30 packets received, 0% packet loss

round-trip min/avg/max = 42.882/106.121/274.448 ms

C:\Windows\system32>kubectl delete pod ping-pong

pod "ping-pong" deleted

Using cmd and arg we can specify what things to be done when container starts

cmd-arg.yml

apiVersion: v1

kind: Pod

metadata:

  name: new-ping-pod

spec:

  containers:

  - name: ping-container

    image: busybox

    command: ["ping"]

    args: ["-c","60","google.com"]

PS E:\CKA BY zeal vora\PracticeME\section2\dockerfile> kubectl apply -f cmd-arg.yml

error: the path "cmd-arg.yml" does not exist

PS E:\CKA BY zeal vora\PracticeME\section2\dockerfile> cd ..

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f cmd-arg.yml

pod/new-ping-pod created

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-nghtr 1/1 Running 0 163m

new-ping-pod 1/1 Running 0 27s

C:\Windows\system32>kubectl logs new-ping-pod

PING google.com (142.250.194.142): 56 data bytes

64 bytes from 142.250.194.142: seq=0 ttl=63 time=72.251 ms

64 bytes from 142.250.194.142: seq=1 ttl=63 time=81.298 ms

64 bytes from 142.250.194.142: seq=2 ttl=63 time=69.936 ms

64 bytes from 142.250.194.142: seq=3 ttl=63 time=26.010 ms

64 bytes from 142.250.194.142: seq=4 ttl=63 time=116.157 ms

64 bytes from 142.250.194.142: seq=5 ttl=63 time=77.653 ms

64 bytes from 142.250.194.142: seq=6 ttl=63 time=12.334 ms

64 bytes from 142.250.194.142: seq=7 ttl=63 time=87.389 ms

64 bytes from 142.250.194.142: seq=8 ttl=63 time=37.757 ms

64 bytes from 142.250.194.142: seq=9 ttl=63 time=45.177 ms

64 bytes from 142.250.194.142: seq=10 ttl=63 time=19.484 ms

64 bytes from 142.250.194.142: seq=11 ttl=63 time=13.492 ms

64 bytes from 142.250.194.142: seq=12 ttl=63 time=12.698 ms

64 bytes from 142.250.194.142: seq=13 ttl=63 time=11.942 ms

64 bytes from 142.250.194.142: seq=14 ttl=63 time=89.467 ms

64 bytes from 142.250.194.142: seq=15 ttl=63 time=17.460 ms

64 bytes from 142.250.194.142: seq=16 ttl=63 time=13.672 ms

64 bytes from 142.250.194.142: seq=17 ttl=63 time=15.613 ms

64 bytes from 142.250.194.142: seq=18 ttl=63 time=30.300 ms

64 bytes from 142.250.194.142: seq=19 ttl=63 time=12.037 ms

64 bytes from 142.250.194.142: seq=20 ttl=63 time=15.717 ms

64 bytes from 142.250.194.142: seq=21 ttl=63 time=12.863 ms

64 bytes from 142.250.194.142: seq=22 ttl=63 time=66.580 ms

64 bytes from 142.250.194.142: seq=23 ttl=63 time=24.312 ms

64 bytes from 142.250.194.142: seq=24 ttl=63 time=104.726 ms

64 bytes from 142.250.194.142: seq=25 ttl=63 time=37.942 ms

64 bytes from 142.250.194.142: seq=26 ttl=63 time=373.569 ms

64 bytes from 142.250.194.142: seq=27 ttl=63 time=116.054 ms

64 bytes from 142.250.194.142: seq=28 ttl=63 time=13.862 ms

64 bytes from 142.250.194.142: seq=29 ttl=63 time=16.521 ms

64 bytes from 142.250.194.142: seq=30 ttl=63 time=108.437 ms

64 bytes from 142.250.194.142: seq=31 ttl=63 time=56.567 ms

64 bytes from 142.250.194.142: seq=32 ttl=63 time=232.221 ms

64 bytes from 142.250.194.142: seq=33 ttl=63 time=55.929 ms

64 bytes from 142.250.194.142: seq=34 ttl=63 time=42.091 ms

64 bytes from 142.250.194.142: seq=36 ttl=63 time=242.505 ms

64 bytes from 142.250.194.142: seq=37 ttl=63 time=12.670 ms

64 bytes from 142.250.194.142: seq=38 ttl=63 time=89.820 ms

C:\Windows\system32>

C:\Windows\system32>kubectl delete pod --all

pod "apache-7d8d5c5d5-nghtr" deleted

pod "new-ping-pod" deleted

cmd-clarity.yml

apiVersion: v1

kind: Pod

metadata:

  name: new-ping-pod

spec:

  containers:

  - name: ping-container

    image: busybox

    command: ["ping","-c","60","google.com"]

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f cmd-arg.yml

pod/new-ping-pod created

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f cmd-clarity.yml

pod/new-ping-pod created

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-4kpff 1/1 Running 0 6m5s

new-ping-pod 1/1 Running 0 43s

C:\Windows\system32>kubectl logs new-ping-pong

error: error from server (NotFound): pods "new-ping-pong" not found in namespace "default"

C:\Windows\system32>kubectl logs new-ping-pod

PING google.com (142.250.194.142): 56 data bytes

64 bytes from 142.250.194.142: seq=0 ttl=63 time=30.422 ms

64 bytes from 142.250.194.142: seq=1 ttl=63 time=13.849 ms

64 bytes from 142.250.194.142: seq=2 ttl=63 time=19.429 ms

64 bytes from 142.250.194.142: seq=3 ttl=63 time=21.433 ms

64 bytes from 142.250.194.142: seq=4 ttl=63 time=153.062 ms

64 bytes from 142.250.194.142: seq=5 ttl=63 time=16.033 ms

64 bytes from 142.250.194.142: seq=6 ttl=63 time=204.021 ms

64 bytes from 142.250.194.142: seq=7 ttl=63 time=35.453 ms

64 bytes from 142.250.194.142: seq=8 ttl=63 time=17.696 ms

64 bytes from 142.250.194.142: seq=9 ttl=63 time=170.742 ms

64 bytes from 142.250.194.142: seq=10 ttl=63 time=82.441 ms

C:\Windows\system32>kubectl delete pods new-ping-pod

pod "new-ping-pod" deleted

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-4kpff 1/1 Running 0 17m

new-ping-pod 1/1 Running 2 (34s ago) 2m9s

C:\Windows\system32>kubectl logs new-ping-pong

error: error from server (NotFound): pods "new-ping-pong" not found in namespace "default"

C:\Windows\system32>kubectl logs new-ping-pod

PING google.com (142.250.194.142): 56 data bytes

64 bytes from 142.250.194.142: seq=0 ttl=63 time=119.725 ms

64 bytes from 142.250.194.142: seq=1 ttl=63 time=47.671 ms

64 bytes from 142.250.194.142: seq=2 ttl=63 time=23.618 ms

64 bytes from 142.250.194.142: seq=3 ttl=63 time=23.362 ms

64 bytes from 142.250.194.142: seq=4 ttl=63 time=33.412 ms

64 bytes from 142.250.194.142: seq=5 ttl=63 time=14.937 ms

64 bytes from 142.250.194.142: seq=6 ttl=63 time=35.722 ms

64 bytes from 142.250.194.142: seq=7 ttl=63 time=14.717 ms

64 bytes from 142.250.194.142: seq=8 ttl=63 time=20.072 ms

64 bytes from 142.250.194.142: seq=9 ttl=63 time=12.976 ms

64 bytes from 142.250.194.142: seq=10 ttl=63 time=13.685 ms

64 bytes from 142.250.194.142: seq=11 ttl=63 time=26.283 ms

64 bytes from 142.250.194.142: seq=13 ttl=63 time=12.597 ms

64 bytes from 142.250.194.142: seq=14 ttl=63 time=14.797 ms

64 bytes from 142.250.194.142: seq=15 ttl=63 time=200.260 ms

64 bytes from 142.250.194.142: seq=16 ttl=63 time=119.413 ms

64 bytes from 142.250.194.142: seq=17 ttl=63 time=422.113 ms

64 bytes from 142.250.194.142: seq=18 ttl=63 time=45.525 ms

64 bytes from 142.250.194.142: seq=19 ttl=63 time=12.109 ms

64 bytes from 142.250.194.142: seq=20 ttl=63 time=37.245 ms

64 bytes from 142.250.194.142: seq=21 ttl=63 time=160.011 ms

64 bytes from 142.250.194.142: seq=22 ttl=63 time=57.430 ms

64 bytes from 142.250.194.142: seq=23 ttl=63 time=133.767 ms

64 bytes from 142.250.194.142: seq=24 ttl=63 time=27.500 ms

64 bytes from 142.250.194.142: seq=25 ttl=63 time=78.877 ms

64 bytes from 142.250.194.142: seq=26 ttl=63 time=65.693 ms

64 bytes from 142.250.194.142: seq=28 ttl=63 time=234.989 ms

--- google.com ping statistics ---

30 packets transmitted, 27 packets received, 10% packet loss

round-trip min/avg/max = 12.109/74.389/422.113 ms

apiVersion: v1

kind: Pod

metadata:

  name: new-ping-pod

spec:

  containers:

  - name: ping-container

    image: busybox

    command:

    - "ping"

    - "-c"

    - "30"

    - "google.com"

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f cmd-clarity.yml

pod/new-ping-pod created

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-4kpff 1/1 Running 0 15m

new-ping-pod 0/1 ContainerCreating 0 9s

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-4kpff 1/1 Running 0 17m

new-ping-pod 1/1 Running 2 (34s ago) 2m9s

C:\Windows\system32>kubectl logs new-ping-pong

error: error from server (NotFound): pods "new-ping-pong" not found in namespace "default"

C:\Windows\system32>kubectl logs new-ping-pod

PING google.com (142.250.194.142): 56 data bytes

64 bytes from 142.250.194.142: seq=0 ttl=63 time=119.725 ms

64 bytes from 142.250.194.142: seq=1 ttl=63 time=47.671 ms

64 bytes from 142.250.194.142: seq=2 ttl=63 time=23.618 ms

64 bytes from 142.250.194.142: seq=3 ttl=63 time=23.362 ms

64 bytes from 142.250.194.142: seq=4 ttl=63 time=33.412 ms

64 bytes from 142.250.194.142: seq=5 ttl=63 time=14.937 ms

64 bytes from 142.250.194.142: seq=6 ttl=63 time=35.722 ms

64 bytes from 142.250.194.142: seq=7 ttl=63 time=14.717 ms

64 bytes from 142.250.194.142: seq=8 ttl=63 time=20.072 ms

64 bytes from 142.250.194.142: seq=9 ttl=63 time=12.976 ms

64 bytes from 142.250.194.142: seq=10 ttl=63 time=13.685 ms

64 bytes from 142.250.194.142: seq=11 ttl=63 time=26.283 ms

64 bytes from 142.250.194.142: seq=13 ttl=63 time=12.597 ms

64 bytes from 142.250.194.142: seq=14 ttl=63 time=14.797 ms

64 bytes from 142.250.194.142: seq=15 ttl=63 time=200.260 ms

64 bytes from 142.250.194.142: seq=16 ttl=63 time=119.413 ms

64 bytes from 142.250.194.142: seq=17 ttl=63 time=422.113 ms

64 bytes from 142.250.194.142: seq=18 ttl=63 time=45.525 ms

64 bytes from 142.250.194.142: seq=19 ttl=63 time=12.109 ms

64 bytes from 142.250.194.142: seq=20 ttl=63 time=37.245 ms

64 bytes from 142.250.194.142: seq=21 ttl=63 time=160.011 ms

64 bytes from 142.250.194.142: seq=22 ttl=63 time=57.430 ms

64 bytes from 142.250.194.142: seq=23 ttl=63 time=133.767 ms

64 bytes from 142.250.194.142: seq=24 ttl=63 time=27.500 ms

64 bytes from 142.250.194.142: seq=25 ttl=63 time=78.877 ms

64 bytes from 142.250.194.142: seq=26 ttl=63 time=65.693 ms

64 bytes from 142.250.194.142: seq=28 ttl=63 time=234.989 ms

--- google.com ping statistics ---

30 packets transmitted, 27 packets received, 10% packet loss

round-trip min/avg/max = 12.109/74.389/422.113 ms

C:\Windows\system32>

C:\Windows\system32>kubectl run custom-pods --image=busybox --dry-run=client -o yaml --command -- echo "Hello World!"

apiVersion: v1

kind: Pod

metadata:

creationTimestamp: null

labels:

run: custom-pods

name: custom-pods

spec:

containers:

- command:

- echo

- Hello World!

image: busybox

name: custom-pods

resources: {}

dnsPolicy: ClusterFirst

restartPolicy: Always

status: {}

# manisft file is generates and

# cmd is entry point for executing of our container while args refer to arguments or parameters that can be changes and passed to cmd ,arg like meaning or word like “hello”

C:\Windows\system32>kubectl explain pod

KIND: Pod

VERSION: v1

DESCRIPTION:

Pod is a collection of containers that can run on a host. This resource is

created by clients and scheduled onto hosts.

C:\Windows\system32>docker run -d --name nginx-c1 ngnix

Unable to find image 'ngnix:latest' locally

docker: Error response from daemon: pull access denied for ngnix, repository does not exist or may require 'docker login'.

See 'docker run --help'.

C:\Windows\system32>docker run -d --name nginx-c1 nginx

5ead9bc9ecb0dbfa920927b9180d85aff672dedd1f14b69d7a05bc53e4b122a0

C:\Windows\system32>docker ps -a

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES

5ead9bc9ecb0 nginx "/docker-entrypoint.…" 8 seconds ago Up 7 seconds 80/tcp nginx-c1

561a084a7a3a 3195404327ec "httpd-foreground" 34 minutes ago Up 34 minutes k8s\_httpd\_apache-7d8d5c5d5-4kpff\_default\_ae63ebfe-1d4d-46a1-9041-b48d87f93f95\_0

5c4c90000d76 sile "/bin/echo how are y…" 3 hours ago Exited (0) 3 hours ago ecstatic\_dhawan

a40fe432b144 sile "/bin/echo hello wor…" 3 hours ago Exited (0) 3 hours ago quizzical\_booth

4d20a8db4cc4 myimage "ping -c 3 google.com" 3 hours ago Exited (0) 3 hours ago epic\_faraday

2d1160b77de5 my-jenkins "/usr/bin/tini -- /u…" 2 days ago Up 4 hours 0.0.0.0:8080->8080/tcp, 0.0.0.0:50000->50000/tcp my-jenkins

990faa35114b docker:dind "dockerd-entrypoint.…" 2 days ago Exited (255) 11 hours ago 2375/tcp, 0.0.0.0:2376->2376/tcp jenkins-docker

C:\Windows\system32>docker inspect nginx-c1

[

C:\Windows\system32>docker run -d --name=nginx2 -p 80:80 nginx

271979be1a9775f3ecf6fb8870ca44cbf39ae8fb9e20cf4f01328b284426844e

# 80 port on left side is host port ,anyone accessing on host port 80 it will be redirect to nginx port 80 on right side automaiclly on nginx container

C:\Windows\system32>docker ps -a

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES

271979be1a97 nginx "/docker-entrypoint.…" About a minute ago Up About a minute 0.0.0.0:80->80/tcp nginx2

5ead9bc9ecb0 nginx "/docker-entrypoint.…" 6 minutes ago Up 6 minutes 80/tcp nginx-c1

# what if don’t expoese port

Then anyone don’t idnefty who can access or now where is our appn run

We can expose the port of out conatienr in our kuberntes

pod-expose.yml

apiVersion: v1

kind: Pod

metadata:

  name: nginx-3

spec:

  containers:

  - name: nginx-container

    image: nginx

    ports:

    - containerPort: 8080

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl apply -f pod-expose.yml

pod/nginx-3 created

PS E:\CKA BY zeal vora\PracticeME\section2> kubectl get pods

NAME READY STATUS RESTARTS AGE

apache-7d8d5c5d5-4kpff 1/1 Running 0 49m

new-ping-pod 0/1 CrashLoopBackOff 10 (99s ago) 34m

nginx-3 1/1 Running 0 53s

C:\Windows\system32>kubectl describe pods nginx-3

Name: nginx-3

Namespace: default

C:\Windows\system32>kubectl explain pod.spec.

KIND: Pod

VERSION: v1

FIELD: spec <PodSpec>

DESCRIPTION:

Specification of the desired behavior of the pod. More info:

https://git.k8s.io/community/contributors/devel/sig-architecture/api-conventions.md#spec-and-status

PodSpec is a description of a pod.

Lablels and selectors

Used to idenfity information reosurces in aws , like instance name through we can access to it is known as labels , using label we can specify the env using pods like which one and what is doing , like dev and production env and using selector we can select the env

Pod - env:dev

Pod2 – env:dev using label specify the enb

Selector will look into the labels which are associated with the objects and all the objects which do

not have the environment of prod.

Will be removed from the list.

This is very similar here where you have a pod and you have a label where N is equal to dev.

So that is what labels are.

And through selectors you will be able to filter the Kubernetes objects depending on the labels which

are associated with them.

So in one of the organizations where I had recently joined what they used to do, they never had any

of the tags or any of the labels which are associated with the servers there.

So it was very difficult to find which server belonged to which environment.

And in one of the email thread, one of the developer requested the team member to go ahead and delete

the development EC2 instance and what the team member did.

He deleted the EC2 instance which belonged to the staging environment and all of the QA team came running

at the DevOps team asking why did they delete the staging environment?

And this was one of the reason, the reason why this mistake happened was because there was no label

which was associated with the resources in AWS.

And this is the reason why having labels is extremely important not only for the Kubernetes objects,

but also for the non Kubernetes environments like AWS.

Microsoft Windows [Version 10.0.19045.5440]

(c) Microsoft Corporation. All rights reserved.

C:\Windows\system32>kubectl get pods

No resources found in default namespace.

C:\Windows\system32>kubectl get pods -l env=dev

No resources found in default namespace.

C:\Windows\system32>kubectl get pods -l env=prod

No resources found in default namespace.

C:\Windows\system32>kubectl describe pod pod\_name

C:\Windows\system32>kubectl run pod-1 --image=nginx

pod/pod-1 created

C:\Windows\system32>kubectl run pod-2 --image=nginx

pod/pod-2 created

C:\Windows\system32>kubectl run pod-3 --image=nginx

pod/pod-3 created

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

pod-1 1/1 Running 0 93s

pod-2 1/1 Running 0 54s

pod-3 1/1 Running 0 40s

C:\Windows\system32>kubectl get pods --show=labels

error: unknown flag: --show

See 'kubectl get --help' for usage.

C:\Windows\system32>kubectl get pods --show-labels

NAME READY STATUS RESTARTS AGE LABELS

pod-1 1/1 Running 0 2m1s run=pod-1

pod-2 1/1 Running 0 82s run=pod-2

pod-3 1/1 Running 0 68s run=pod-3

# Attaching label to pods in different pod

C:\Windows\system32>kubectl label pod pod-1 env=dev

pod/pod-1 labeled

C:\Windows\system32>

C:\Windows\system32>kubectl label pod pod-2 env=stage

pod/pod-2 labeled

C:\Windows\system32>kubectl label pod pod-3 env=prod

pod/pod-3 labeled

C:\Windows\system32>kubectl get pods --show-labels

NAME READY STATUS RESTARTS AGE LABELS

pod-1 1/1 Running 0 5m42s env=dev,run=pod-1

pod-2 1/1 Running 0 5m3s env=stage,run=pod-2

pod-3 1/1 Running 0 4m49s env=prod,run=pod-3

#selectior select a pods based on specify label or filter the data

C:\Windows\system32>

C:\Windows\system32>kubectl get pods -l env=dev

NAME READY STATUS RESTARTS AGE

pod-1 1/1 Running 0 10m

C:\Windows\system32>kubectl get pods -l env=prod

NAME READY STATUS RESTARTS AGE

pod-3 1/1 Running 0 10m

# accessing pod with label env = dev with selector

C:\Windows\system32>kubectl get pods -l env!=dev

NAME READY STATUS RESTARTS AGE

pod-2 1/1 Running 0 11m

pod-3 1/1 Running 0 11m

C:\Windows\system32>kubectl label --help

Update the labels on a resource.

\* A label key and value must begin with a letter or number, and may contain letters, numbers, hyphens, dots, and

underscores, up to 63 characters each.

\* Optionally, the key can begin with a DNS subdomain prefix and a single '/', like example.com/my-app.

\* If --overwrite is true, then existing labels can be overwritten, otherwise attempting to overwrite a label will

result in an error.

\* If --resource-version is specified, then updates will use thi

C:\Windows\system32>kubectl get pods --show-labels

NAME READY STATUS RESTARTS AGE LABELS

pod-1 1/1 Running 0 14m env=dev,run=pod-1

pod-2 1/1 Running 0 14m env=stage,run=pod-2

pod-3 1/1 Running 0 14m env=prod,run=pod-3

C:\Windows\system32>kubectl run nginx --image=nginx --dry-run=client -o yaml

C:\Windows\system32>kubectl run nginx --image=nginx --dry-run=client -o yaml > label-pod.yaml

C:\Windows\system32>notepad label-pod.yaml

apiVersion: v1

kind: Pod

metadata:

creationTimestamp: null

labels:

run: nginx

name: nginx

spec:

containers:

- image: nginx

name: nginx

resources: {}

dnsPolicy: ClusterFirst

restartPolicy: Always

status: {}

label-pod.yaml

C:\Windows\system32>kubectl apply -f lable-pod.yaml

error: the path "lable-pod.yaml" does not exist

C:\Windows\system32>kubectl apply -f label-pod.yaml

pod/nginx created

C:\Windows\system32>kubectl get pods --show-labels

NAME READY STATUS RESTARTS AGE LABELS

nginx 1/1 Running 0 32s env=dev,run=nginx

pod-1 1/1 Running 0 21m env=dev,run=pod-1

pod-2 1/1 Running 0 21m env=stage,run=pod-2

pod-3 1/1 Running 0 21m env=prod,run=pod-3

C:\Windows\system32>kubectl label --help

C:\Windows\system32>kubectl get pods --show-labels

NAME READY STATUS RESTARTS AGE LABELS

nginx 1/1 Running 0 2m41s env=dev,run=nginx

pod-1 1/1 Running 0 24m env=dev,run=pod-1

pod-2 1/1 Running 0 23m env=stage,run=pod-2

pod-3 1/1 Running 0 23m env=prod,run=pod-3

C:\Windows\system32>kubectl get pods --show-labels

NAME READY STATUS RESTARTS AGE LABELS

nginx 1/1 Running 0 2m41s env=dev,run=nginx

pod-1 1/1 Running 0 24m env=dev,run=pod-1

pod-2 1/1 Running 0 23m env=stage,run=pod-2

pod-3 1/1 Running 0 23m env=prod,run=pod-3

C:\Windows\system32>kubectl label pods --all status=running

pod/nginx labeled

pod/pod-1 labeled

pod/pod-2 labeled

pod/pod-3 labeled

C:\Windows\system32>kubectl get pods --show-labels

NAME READY STATUS RESTARTS AGE LABELS

nginx 1/1 Running 0 5m9s env=dev,run=nginx,status=running

pod-1 1/1 Running 0 26m env=dev,run=pod-1,status=running

pod-2 1/1 Running 0 25m env=stage,run=pod-2,status=running

pod-3 1/1 Running 0 25m env=prod,run=pod-3,status=running

C:\Windows\system32>kubectl delete pods --all

pod "nginx" deleted

pod "pod-1" deleted

pod "pod-2" deleted

pod "pod-3" deleted

# label associate with pods

C:\Windows\system32>

Label-pod.yaml

apiVersion: v1

kind: Pod

metadata:

creationTimestamp: null

labels:

run: nginx

env: dev

name: nginx

spec:

containers:

- image: nginx

name: nginx

resources: {}

dnsPolicy: ClusterFirst

restartPolicy: Always

status: {}

$ replica set ensure right no of pods are always running , if anyone pod delete by mistake then replica set automraticcly create another pods

apiVersion: apps/v1

kind: ReplicaSet

metadata:

  name: frontend-replicaset

spec:

  replicas: 3

  selector:

    matchLabels:

      tier: frontend

  template:

    metadata:

      labels:

        tier: frontend

    spec:

      containers:

      - name: php-redis

        image: us-docker.pkg.dev/google-samples/containers/gke/gb-frontend:v5

$labels are associated with each of the pods

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f replica-set.yml

error: the path "replica-set.yml" does not exist

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f replica-set.yaml

replicaset.apps/frontend-replicaset created

PS D:\CKA BY zeal vora\PracticeME\section3>

C:\Windows\system32>kubectl get replica-set

error: the server doesn't have a resource type "replica-set"

C:\Windows\system32>kubectl get replicaset

NAME DESIRED CURRENT READY AGE

frontend-replicaset 3 3 0 48s

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

frontend-replicaset-qw9gv 0/1 ContainerCreating 0 59s

frontend-replicaset-sh4xc 0/1 ContainerCreating 0 59s

frontend-replicaset-vg8fq 0/1 ContainerCreating 0 59s

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

frontend-replicaset-qw9gv 1/1 Running 0 3m29s

frontend-replicaset-sh4xc 1/1 Running 0 3m29s

frontend-replicaset-vg8fq 1/1 Running 0 3m29s

C:\Windows\system32>kubectl get pods --show-labels

NAME READY STATUS RESTARTS AGE LABELS

frontend-replicaset-qw9gv 1/1 Running 0 3m48s tier=frontend

frontend-replicaset-sh4xc 1/1 Running 0 3m48s tier=frontend

frontend-replicaset-vg8fq 1/1 Running 0 3m48s tier=frontend

$ same label are associated with pods every time

For example, when you run kubectl get pods show labels, you see all of them has this tier is equal

to front end which is this specific label.

And the next part is the selector.

Now as we know replica set manages pods.

It can scale up the pod.

It can scale down the pod.

Now how will replica set know that these are the pods that it is managing.

For example, how will replica set know that maybe out of 1000 pods, these are the three pods that

it is managing.

So it does that using the labels.

And this is the reason why you also have the selectors.

So here what we are seeing is replica set should use this specific selector to identify the pods that

are being created through replica set, YAML file and whatever pods that you see with this label replica

set can work on that.

Maybe as part of scaling up, maybe as part of scaling down and so on.

C:\Windows\system32>kubectl scale --replicas=5 rs/frontend-replicaset

replicaset.apps/frontend-replicaset scaled

# we are scalind our replica sets , it ensure 5 pods are running eveyr time , rs for replica set and fronetne-rep are name of replic set that need to be scale

C:\Windows\system32>kubectl scale --replicas=5 rd/frontend-replicaset

error: the server doesn't have a resource type "rd"

C:\Windows\system32>kubectl scale --replicas=5 rs/frontend-replicaset

replicaset.apps/frontend-replicaset scaled

C:\Windows\system32>kubectl get replicaset

NAME DESIRED CURRENT READY AGE

frontend-replicaset 5 5 5 11m

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

frontend-replicaset-9fgp5 1/1 Running 0 108s

frontend-replicaset-9gbqd 1/1 Running 0 108s

frontend-replicaset-qw9gv 1/1 Running 0 11m

frontend-replicaset-sh4xc 1/1 Running 0 11m

frontend-replicaset-vg8fq 1/1 Running 0 11m

C:\Windows\system32>kubectl scale --replicas=1 rs/frontend-replicaset

replicaset.apps/frontend-replicaset scaled

# Replica set not update existing pods ,

apiVersion: apps/v1

kind: ReplicaSet

metadata:

  name: webserver-replicaset

spec:

  replicas: 3

  selector:

    matchLabels:

      app: webserver

  template:

    metadata:

      labels:

        app: webserver

    spec:

      containers:

      - name: nginx-container

        image: nginx

rs.yaml

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f rs.yaml

replicaset.apps/webserver-replicaset created

# replica set not hande regurlar update and cant handle daily challenges

apiVersion: apps/v1

kind: ReplicaSet

metadata:

  name: webserver-replicaset

spec:

  replicas: 3

  selector:

    matchLabels:

      app: webserver

  template:

    metadata:

      labels:

        app: webserver

    spec:

      containers:

      - name: nginx-container

        image: httpd

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f rs.yaml

replicaset.apps/webserver-replicaset configured

PS D:\CKA BY zeal vora\PracticeME\section3>

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

frontend-replicaset-vg8fq 1/1 Running 0 20m

webserver-replicaset-687nr 1/1 Running 0 2m48s

webserver-replicaset-7tdrt 1/1 Running 0 2m48s

webserver-replicaset-vf8fv 1/1 Running 0 2m48s

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

frontend-replicaset-vg8fq 1/1 Running 0 21m

webserver-replicaset-687nr 1/1 Running 0 3m53s

webserver-replicaset-7tdrt 1/1 Running 0 3m53s

webserver-replicaset-vf8fv 1/1 Running 0 3m53s

C:\Windows\system32>kubectl describe pod webserver-replicaset.yaml

Error from server (NotFound): pods "webserver-replicaset.yaml" not found

C:\Windows\system32>kubectl describe pod webserver-replicaset-687nr

Name: webserver-replicaset-687nr

Namespace: default

Priority: 0

Service Account: default

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

frontend-replicaset-vg8fq 1/1 Running 0 25m

webserver-replicaset-687nr 1/1 Running 0 7m33s

webserver-replicaset-7tdrt 1/1 Running 0 7m33s

webserver-replicaset-vf8fv 1/1 Running 0 7m33s

C:\Windows\system32>kubect delete pods webserver-replicaset-7tdrt

'kubect' is not recognized as an internal or external command,

operable program or batch file.

C:\Windows\system32>kubectl delete pods webserver-replicaset-7tdrt

pod "webserver-replicaset-7tdrt" deleted

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

frontend-replicaset-vg8fq 1/1 Running 0 25m

webserver-replicaset-687nr 1/1 Running 0 8m6s

webserver-replicaset-hn2qs 0/1 ContainerCreating 0 8s

webserver-replicaset-vf8fv 1/1 Running 0 8m6s

C:\Windows\system32>kubectl describe webserver-replicaset-hn2qs

error: the server doesn't have a resource type "webserver-replicaset-hn2qs"

C:\Windows\system32>kubectl describe webserver-replicaset-hn2qs

error: the server doesn't have a resource type "webserver-replicaset-hn2qs"

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

frontend-replicaset-vg8fq 1/1 Running 0 26m

webserver-replicaset-687nr 1/1 Running 0 9m14s

webserver-replicaset-hn2qs 1/1 Running 0 76s

webserver-replicaset-vf8fv 1/1 Running 0 9m14s

C:\Windows\system32>kubectl describe webserver-replicaset-hn2qs

error: the server doesn't have a resource type "webserver-replicaset-hn2qs"

C:\Windows\system32>kubectl describe pod webserver-replicaset-hn2qs

#new pod based on latest image or newer configrualtuon in yaml file

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

frontend-replicaset-vg8fq 1/1 Running 0 28m

webserver-replicaset-687nr 1/1 Running 0 11m

webserver-replicaset-hn2qs 1/1 Running 0 3m23s

webserver-replicaset-vf8fv 1/1 Running 0 11m

C:\Windows\system32>kubectl scale rs/webserver-replicaset --replicaset=0

error: unknown flag: --replicaset

See 'kubectl scale --help' for usage.

C:\Windows\system32>kubectl scale rs/webserver-replicaset --replicas=0

replicaset.apps/webserver-replicaset scaled

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

frontend-replicaset-vg8fq 1/1 Running 0 30m

C:\Windows\system32>kubectl delete pods frontend-replicaset-vg8fq

pod "frontend-replicaset-vg8fq" deleted

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

frontend-replicaset-jb57v 1/1 Running 0 9s

C:\Windows\system32>kubectl scale rs/frontend-replicaset --replicas=0

replicaset.apps/frontend-replicaset scaled

C:\Windows\system32>kubetctl get pods

'kubetctl' is not recognized as an internal or external command,

operable program or batch file.

C:\Windows\system32>kubectl get pods

No resources found in default namespace.

C:\Windows\system32>kubectl scale rs/webserver-replicaset --replicas=3

replicaset.apps/webserver-replicaset scaled

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

webserver-replicaset-hg6mm 0/1 ContainerCreating 0 5s

webserver-replicaset-k74vr 0/1 ContainerCreating 0 5s

webserver-replicaset-sqxcx 0/1 ContainerCreating 0 5s

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f rs.yaml

replicaset.apps "webserver-replicaset" deleted

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl get pods

No resources found in default namespace.

# replica set use selector to specify what pods it need to manage

These label assocaieted with pod spec that;w why imp

apiVersion: apps/v1

kind: ReplicaSet

metadata:

  name: webserver-replicaset

spec:

  replicas: 3

  selector:

    matchLabels:

      app: webserver

  template:

    metadata:

      labels:

        app: webserver

    spec:

      containers:

      - name: nginx-container

        image: httpd

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f rs.yaml

replicaset.apps/webserver-replicaset created

C:\Windows\system32>kubectl run extrnal-pod --image=nginx

pod/extrnal-pod created

C:\Windows\system32>kubectl label pod extrnal-pod app=webserver

pod/extrnal-pod labeled

C:\Windows\system32>kubectl get pods --show-labels

NAME READY STATUS RESTARTS AGE LABELS

extrnal-pod 1/1 Running 0 63s app=webserver,run=extrnal-pod

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

extrnal-pod 1/1 Running 0 2m6s

webserver-replicaset-dwshn 1/1 Running 0 26s

webserver-replicaset-jx29b 1/1 Running 0 26s

# replica set start managing external pod as it have same label like webserver replicaset

C:\Windows\system32>kubectl get rs

NAME DESIRED CURRENT READY AGE

frontend-replicaset 0 0 0 43m

webserver-replicaset 3 3 3 2m24s

$ so we have these replica sets ,2 from web server and one is external pod

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f rs.yaml

replicaset.apps "webserver-replicaset" deleted - our extnal pod also get dleted

# so keep careful while you name label and selector in replica set

Deployments

apiVersion: apps/v1

kind: ReplicaSet

metadata:

  name: webserver-replicaset

spec:

  replicas: 1

  selector:

    matchLabels:

      app: webserver

  template:

    metadata:

      labels:

        app: webserver

    spec:

      containers:

      - name: nginx-container

        image: httpd

rs.yaml

apiVersion: apps/v1

kind: Deployment

metadata:

  name: nginx-deployment

spec:

  replicas: 1

  selector:

    matchLabels:

      app: nginx  # Fixed the typo

  template:

    metadata:

      labels:

        app: nginx

    spec:

      containers:

      - name: nginx

        image: nginx:latest

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f rs.yaml

replicaset.apps/webserver-replicaset created

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f deployment.yaml

The Deployment "nginx-deployment" is invalid: spec.template.metadata.labels: Invalid value: map[string]string{"app":"nginx"}: `selector` does not match template `labels`

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f deployment.yaml

deployment.apps/nginx-deployment created

PS D:\CKA BY zeal vora\PracticeME\section3>

Microsoft Windows [Version 10.0.19045.5487]

(c) Microsoft Corporation. All rights reserved.

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

nginx-deployment-c95765fd4-kr9wk 1/1 Running 0 33s

webserver-replicaset-gq9ph 1/1 Running 0 2m2s

webserver-replicaset-pmmg9 1/1 Running 0 2m2s

webserver-replicaset-wgswd 1/1 Running 0 2m2s

C:\Windows\system32>kubectl get replicaset

NAME DESIRED CURRENT READY AGE

frontend-replicaset 0 0 0 22h

nginx-deployment-c95765fd4 1 1 1 82s

webserver-replicaset 3 3 3 2m51s

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

nginx-deployment-54f7d6bc76-tsbp9 1/1 Running 0 21s

webserver-replicaset-gq9ph 1/1 Running 0 7m48s

$ so webserver replica set not updated even after chahingin image

C:\Windows\system32>kubectl get replicaset

NAME DESIRED CURRENT READY AGE

frontend-replicaset 0 0 0 22h

nginx-deployment-c95765fd4 1 1 1 82s

webserver-replicaset 3 3 3 2m51s

C:\Windows\system32>kubectl get deployments

NAME READY UP-TO-DATE AVAILABLE AGE

nginx-deployment 1/1 1 1 6m14s

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

nginx-deployment-54f7d6bc76-tsbp9 1/1 Running 0 21s

webserver-replicaset-gq9ph 1/1 Running 0 7m48s

C:\Windows\system32>kubectl describe pods

Name: nginx-deployment-54f7d6bc76-tsbp9

Namespace: default

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f rs.yaml

replicaset.apps "webserver-replicaset" deleted

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f deployment.yaml

deployment.apps "nginx-deployment" deleted

apiVersion: apps/v1

kind: Deployment

metadata:

  name: nginx-deployment

spec:

  replicas: 1

  selector:

    matchLabels:

      app: nginx  # Fixed the typo

  template:

    metadata:

      labels:

        app: nginx

    spec:

      containers:

      - name: nginx

        image: httpd:latest

deploy.yaml

kubectl apply –f deployment.yaml

apiVersion: apps/v1

kind: Deployment

metadata:

  name: nginx-deployment

spec:

  replicas: 1

  selector:

    matchLabels:

      app: nginx  # Fixed the typo

  template:

    metadata:

      labels:

        app: nginx

    spec:

      containers:

      - name: nginx

        image: nginx:latest

#change image new pod is careted with new configyrations

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

nginx-deployment-54f7d6bc76-b4xrs 1/1 Running 0 2m17s

nginx-deployment-c95765fd4-t82nw 0/1 ContainerCreating 0 6s

$ old pods is terminated and new pod is created that;s part of rolling update

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

nginx-deployment-54f7d6bc76-b4xrs 1/1 Running 0 2m17s

nginx-deployment-c95765fd4-t82nw 0/1 ContainerCreating 0 6s

C:\Windows\system32>kubectl apply pods -w

error: unknown shorthand flag: 'w' in -w

See 'kubectl apply --help' for usage.

C:\Windows\system32>kubectl get pods -w

NAME READY STATUS RESTARTS AGE

nginx-deployment-c95765fd4-t82nw 1/1 Running 0 2m21s

C:\Windows\system32>kubectl describe pods nginx-deployment-c95765fd4-t82nw

Name: nginx-deployment-c95765fd4-t82nw

Namespace: default

# pod with ngninx image update successfully witg deployemts

apiVersion: apps/v1

kind: Deployment

metadata:

  name: nginx-deployment

spec:

  replicas: 1

  selector:

    matchLabels:

      app: nginx  # Fixed the typo

  template:

    metadata:

      labels:

        app: nginx

    spec:

      containers:

      - name: nginx

        image: nginx:1.2.3

deployment.yaml

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f deployment.yaml

deployment.apps/nginx-deployment configured

PS D:\CKA BY zeal vora\PracticeME\section3>

C:\Windows\system32>kubectl rollout history deployment/nginx-deployment

deployment.apps/nginx-deployment

REVISION CHANGE-CAUSE

1 <none>

2 <none>

3 <none>

# revision or changes 3 reviesorns are there , using deployemtn if we do any change in manifest file then these changes are reflected in pods as well

C:\Windows\system32>kubectl get replicaset

NAME DESIRED CURRENT READY AGE

frontend-replicaset 0 0 0 22h

nginx-deployment-54f7d6bc76 0 0 0 10m

nginx-deployment-66bcc6cdb5 1 1 0 119s

nginx-deployment-c95765fd4 1 1 1 8m2s

# we can easily rollback to previous changes at any timw

C:\Windows\system32>kubectl create deployemtn nginx-deployment --image=nginx

C:\Windows\system32>kubectl get deployment

NAME READY UP-TO-DATE AVAILABLE AGE

nginx-deployemnt 1/1 1 1 2m17s

C:\Windows\system32>kubectl get rs

NAME DESIRED CURRENT READY AGE

frontend-replicaset 0 0 0 23h

nginx-deployemnt-86f574f7f5 1 1 1 2m22s

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

nginx-deployemnt-86f574f7f5-sn5rz 1/1 Running 0 2m27s

C:\Windows\system32>kubectl create deployment nginx-deployment --image=nginx --dry-run=client -o yaml > deployment.yaml

C:\Windows\system32>notepad deployment.yaml

# create a deployment using CLI

apiVersion: apps/v1

kind: Deployment

metadata:

labels:

app: nginx-deployment

name: nginx-deployment

spec:

replicas: 1

selector:

matchLabels:

app: nginx-deployment

template:

metadata:

labels:

app: nginx-deployment

spec:

containers:

- image: nginx

name: nginx

deployment.yaml

C:\Windows\system32>kubectl get deployment

NAME READY UP-TO-DATE AVAILABLE AGE

nginx-deployemnt 1/1 1 1 10m

C:\Windows\system32>kubectl rollout history deployment nginx-deployemnt

deployment.apps/nginx-deployemnt

REVISION CHANGE-CAUSE

1 <none>

C:\Windows\system32>kubectl set image --help

Update existing container image(s) of resources.

Possible resources include (case insensitive):

pod (po), replicationcontroller (rc), deployment (deploy), daemonset (ds), statefulset (sts), cronjob (cj),

replicaset (rs)

C:\Windows\system32>kubectl get rs

NAME DESIRED CURRENT READY AGE

frontend-replicaset 0 0 0 23h

nginx-deployemnt-86f574f7f5 0 0 0 15m

nginx-deployemnt-fc76dc788 1 1 1 2m9s

C:\Windows\system32>kubectl describe rs

C:\Windows\system32>kubectl describe rs nginx-deployemnt-86f574f7f5

Name: nginx-deployemnt-86f574f7f5

Namespace: default

C:\Windows\system32>kubectl get rs

NAME DESIRED CURRENT READY AGE

frontend-replicaset 0 0 0 23h

nginx-deployemnt-86f574f7f5 0 0 0 18m

nginx-deployemnt-fc76dc788 1 1 1 4m30s

C:\Windows\system32>kubectl rollout undo deployment nginx-deployemnt

deployment.apps/nginx-deployemnt rolled back

C:\Windows\system32>kubectl get rs

NAME DESIRED CURRENT READY AGE

frontend-replicaset 0 0 0 23h

nginx-deployemnt-86f574f7f5 1 1 1 19m

nginx-deployemnt-fc76dc788 0 0 0 5m30s

C:\Windows\system32>kubectl rollout undo --help

Roll back to a previous rollout.

Examples:

# Roll back to the previous deployment

kubectl rollout undo deployment/abc

# Roll back to daemonset revision 3

kubectl rollout undo daemonset/abc --to-revision=3

# Roll back to the previous deployment with dry-run

kubectl rollout undo --dry-run=server deployment/abc

C:\Windows\system32>kubectl rollout history deployment nginx-deployemnt

deployment.apps/nginx-deployemnt

REVISION CHANGE-CAUSE

2 <none>

3 <none>

C:\Windows\system32>kubectl rollout undo deployment nginx-deployemnt --to-revision=2

deployment.apps/nginx-deployemnt rolled back

$ now we are at version2 that we have done changes

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

nginx-deployemnt-fc76dc788-wdzc2 1/1 Running 0 72s

C:\Windows\system32>kubectl scale --replicas=3 deployment nginx-deployment

error: no objects passed to scale

C:\Windows\system32>kubectl scale --replicas=3 deployment nginx-deployemnt

deployment.apps/nginx-deployemnt scaled

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

nginx-deployemnt-fc76dc788-wdzc2 1/1 Running 0 2m24s

nginx-deployemnt-fc76dc788-zjn4v 0/1 ContainerCreating 0 4s

nginx-deployemnt-fc76dc788-zn2zr 0/1 ContainerCreating 0 4s

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

nginx-deployemnt-fc76dc788-wdzc2 1/1 Running 0 2m54s

nginx-deployemnt-fc76dc788-zjn4v 1/1 Running 0 34s

nginx-deployemnt-fc76dc788-zn2zr 1/1 Running 0 34s

C:\Windows\system32>kubectl delete deployment nginx-deployemnt

deployment.apps "nginx-deployemnt" deleted

C:\Windows\system32>kubectl get pods

No resources found in default namespace.

C:\Windows\system32>kubectl get deployement

error: the server doesn't have a resource type "deployement"

#Multiple work nodes – to distribute workloads we can use in prodn even

C:\Windows\system32>kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

nginx-deployment-5959b5b5c9-4hcz6 1/1 Running 0 16s 10.1.0.45 docker-desktop <none> <none>

nginx-deployment-5959b5b5c9-92mgx 1/1 Running 0 16s 10.1.0.46 docker-desktop <none> <none>

nginx-deployment-5959b5b5c9-g2pz7 1/1 Running 0 16s 10.1.0.47 docker-desktop <none> <none>

# our pod run inside node and node is run inside docker desktp

C:\Windows\system32>kubectl delete deployment nginx-deployment

deployment.apps "nginx-deployment" deleted

C:\Windows\system32>kubectl get pods

No resources found in default namespace.

Each pod is scheduled in one worker node.

So in total three pods are scheduled across all of the three worker nodes over here.

Now, the next pointer that we were discussing is that if one worker node fails, then the application

can become unavailable.

# if one workder node fail control panel will recreate pod in another workder node that are avalibel

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 27h v1.31.4

#one weorker node is running

# pod run isndie worker nodes

Node selector – node for specific port to run we can choose approcaite work node to run our pods

Using node selector

C:\Windows\system32>kubectl create deployment tmp-deploy --image=nginx --replicas=3

deployment.apps/tmp-deploy created

C:\Windows\system32>kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

tmp-deploy-568c7959d6-4nsxv 1/1 Running 0 15s 10.1.0.50 docker-desktop <none> <none>

tmp-deploy-568c7959d6-wxmqw 1/1 Running 0 15s 10.1.0.49 docker-desktop <none> <none>

tmp-deploy-568c7959d6-z4mwd 1/1 Running 0 15s 10.1.0.48 docker-desktop <none> <none>

$ these pods are running in Docker-desktop which is our worker-nodes ,which pod run in which worker node we can use node selector for it

C:\Windows\system32>kubectl create deployment tmp-deploy --image=nginx --replicas=3

deployment.apps/tmp-deploy created

C:\Windows\system32>kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

tmp-deploy-568c7959d6-4nsxv 1/1 Running 0 15s 10.1.0.50 docker-desktop <none> <none>

tmp-deploy-568c7959d6-wxmqw 1/1 Running 0 15s 10.1.0.49 docker-desktop <none> <none>

tmp-deploy-568c7959d6-z4mwd 1/1 Running 0 15s 10.1.0.48 docker-desktop <none> <none>

C:\Windows\system32>kubectl delete deployment

C:\Windows\system32>kubectl delete deployment tmp-deploy

deployment.apps "tmp-deploy" deleted

C:\Windows\system32>kubectl get deployment

No resources found in default namespace.

C:\Windows\system32>

apiVersion: v1

kind: Pod

metadata:

  name: kplabs-pod

spec:

  nodeSelector:

    size: Large

  containers:

  - name: nginx-pod

    image: nginx

nodeSelector-pod.yaml

apiVersion: v1

kind: Pod

metadata:

  name: nginx-deployment

spec:

  nodeSelector:

    size: medium

  containers:

  - name: nginx-pod

    image: nginx

nodeSelector-deployment.yaml

pod goes in worker node whose size is medium here

C:\Windows\system32>kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

kplabs-pod 0/1 Pending 0 74s <none> <none> <none> <none>

C:\Windows\system32>kubectl get pod -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

kplabs-pod 0/1 Pending 0 107s <none> <none> <none> <none>

C:\Windows\system32>kubectl get pod -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

kplabs-pod 0/1 Pending 0 2m56s <none> <none> <none> <none>

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

kplabs-pod 0/1 Pending 0 3m33s

C:\Windows\system32>kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

kplabs-pod 0/1 Pending 0 4m47s <none> <none> <none> <none>

# we don’t have any worker nodes whose size is large always

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f nodeSelector-pod.yaml

pod "kplabs-pod" deleted

apiVersion: apps/v1

kind: Deployment

metadata:

  name: nginx-deployment

spec:

  replicas: 3

  selector:

    matchLabels:

      app: nginx

  template:

    metadata:

      labels:

        app: nginx

    spec:

      nodeSelector:

        size: medium

      containers:

      - name: nginx-pod

        image: nginx

node-selector-pod.yaml

# place in worker node whose size is large , place pod in worker node

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

nginx-deployment-5c65fb4686-5w975 0/1 Pending 0 28s

nginx-deployment-5c65fb4686-f8hpm 0/1 Pending 0 28s

nginx-deployment-5c65fb4686-gr5d5 0/1 Pending 0 28s

C:\Windows\system32>kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

nginx-deployment-5c65fb4686-5w975 0/1 Pending 0 39s <none> <none> <none> <none>

nginx-deployment-5c65fb4686-f8hpm 0/1 Pending 0 39s <none> <none> <none> <none>

nginx-deployment-5c65fb4686-gr5d5 0/1 Pending 0 39s <none> <none> <none> <none>

$ use label to specify size

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f nodeSelector-deployment.yaml

deployment.apps "nginx-deployment" deleted

apiVersion: v1

kind: Pod

metadata:

  name: kplabs-pod

spec:

  nodeSelector:

    size: Large

  containers:

  - name: service-pod

    image: nginx

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f nodeSelector-pod.yaml

pod/kplabs-pod created

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 28h v1.31.4

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 28h v1.31.4

C:\Windows\system32>kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

kplabs-pod 0/1 Pending 0 17s <none> <none> <none> <none>

C:\Windows\system32>kubectl describe pod kplabs-pod

Name: kplabs-pod

Namespace: default

Priority: 0

Service Account: default

Node: <none>

Labels: <none>

Annotations: <none>

Status: Pending

IP:

IPs: <none>

Containers:

service-pod:

Image: nginx

Port: <none>

Host Port: <none>

Environment: <none>

Mounts:

/var/run/secrets/kubernetes.io/serviceaccount from kube-api-access-58kb7 (ro)

Conditions:

Type Status

PodScheduled False

Volumes:

kube-api-access-58kb7:

Type: Projected (a volume that contains injected data from multiple sources)

TokenExpirationSeconds: 3607

ConfigMapName: kube-root-ca.crt

ConfigMapOptional: <nil>

DownwardAPI: true

QoS Class: BestEffort

Node-Selectors: size=Large

Tolerations: node.kubernetes.io/not-ready:NoExecute op=Exists for 300s

node.kubernetes.io/unreachable:NoExecute op=Exists for 300s

Events:

Type Reason Age From Message

---- ------ ---- ---- -------

Warning FailedScheduling 2m17s default-scheduler 0/1 nodes are available: 1 node(s) didn't match Pod's node affinity/selector. preemption: 0/1 nodes are available: 1 Preemption is not helpful for scheduling.

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 28h v1.31.4

C:\Windows\system32>kubectl label node docker-desktop size=large

node/docker-desktop labeled

C:\Windows\system32>kubectl describe node docker-desktop

Name: docker-desktop

Roles: control-plane

Labels: beta.kubernetes.io/arch=amd64

beta.kubernetes.io/os=linux

kubernetes.io/arch=amd64

kubernetes.io/hostname=docker-desktop

kubernetes.io/os=linux

node-role.kubernetes.io/control-plane=

node.kubernetes.io/exclude-from-external-load-balancers=

size=large

Annotations: kubeadm.alpha.kubernetes.io/cri-socket: unix:///var/run/cri-dockerd.sock

node.alpha.kubernetes.io/ttl: 0

volumes.kubernetes.io/controller-managed-attach-detach: true

CreationTimestamp: Tue, 11 Feb 2025 19:15:55 +0530

Taints: <none>

Unschedulable: false

Lease:

HolderIdentity: docker-desktop

AcquireTime: <unset>

RenewTime: Thu, 13 Feb 2025 00:10:07 +0530

Conditions:

Type Status LastHeartbeatTime LastTransitionTime Reason Message

---- ------ ----------------- ------------------ ------ -------

MemoryPressure False Thu, 13 Feb 2025 00:10:05 +0530 Tue, 11 Feb 2025 19:15:54 +0530 KubeletHasSufficientMemory kubelet has sufficient memory available

DiskPressure False Thu, 13 Feb 2025 00:10:05 +0530 Tue, 11 Feb 2025 19:15:54 +0530 KubeletHasNoDiskPressure kubelet has no disk pressure

PIDPressure False Thu, 13 Feb 2025 00:10:05 +0530 Tue, 11 Feb 2025 19:15:54 +0530 KubeletHasSufficientPID kubelet has sufficient PID available

Ready True Thu, 13 Feb 2025 00:10:05 +0530 Tue, 11 Feb 2025 19:15:55 +0530 KubeletReady kubelet is posting ready status

Addresses:

InternalIP: 192.168.65.3

Hostname: docker-desktop

Capacity:

cpu: 4

ephemeral-storage: 1055762868Ki

hugepages-1Gi: 0

hugepages-2Mi: 0

memory: 8080248Ki

pods: 110

Allocatable:

cpu: 4

ephemeral-storage: 972991057538

hugepages-1Gi: 0

hugepages-2Mi: 0

memory: 7977848Ki

pods: 110

System Info:

Machine ID: 2b077ff7-f5d8-41b7-8cfa-5d91b59e0f45

System UUID: 2b077ff7-f5d8-41b7-8cfa-5d91b59e0f45

Boot ID: 9947d690-4310-4381-801e-449e9f975ea8

Kernel Version: 5.15.167.4-microsoft-standard-WSL2

OS Image: Docker Desktop

Operating System: linux

Architecture: amd64

Container Runtime Version: docker://27.5.1

Kubelet Version: v1.31.4

Kube-Proxy Version: v1.31.4

Non-terminated Pods: (9 in total)

Namespace Name CPU Requests CPU Limits Memory Requests Memory Limits Age

--------- ---- ------------ ---------- --------------- ------------- ---

kube-system coredns-7c65d6cfc9-gklnm 100m (2%) 0 (0%) 70Mi (0%) 170Mi (2%) 28h

kube-system coredns-7c65d6cfc9-whm2v 100m (2%) 0 (0%) 70Mi (0%) 170Mi (2%) 28h

kube-system etcd-docker-desktop 100m (2%) 0 (0%) 100Mi (1%) 0 (0%) 28h

kube-system kube-apiserver-docker-desktop 250m (6%) 0 (0%) 0 (0%) 0 (0%) 28h

kube-system kube-controller-manager-docker-desktop 200m (5%) 0 (0%) 0 (0%) 0 (0%) 28h

kube-system kube-proxy-zphbm 0 (0%) 0 (0%) 0 (0%) 0 (0%) 28h

kube-system kube-scheduler-docker-desktop 100m (2%) 0 (0%) 0 (0%) 0 (0%) 28h

kube-system storage-provisioner 0 (0%) 0 (0%) 0 (0%) 0 (0%) 28h

kube-system vpnkit-controller 0 (0%) 0 (0%) 0 (0%) 0 (0%) 28h

Allocated resources:

(Total limits may be over 100 percent, i.e., overcommitted.)

Resource Requests Limits

-------- -------- ------

cpu 850m (21%) 0 (0%)

memory 240Mi (3%) 340Mi (4%)

ephemeral-storage 0 (0%) 0 (0%)

hugepages-1Gi 0 (0%) 0 (0%)

hugepages-2Mi 0 (0%) 0 (0%)

Events: <none>

$ specify the label with our nodes

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f nodeSelector-pod.yaml

pod "kplabs-pod" deleted

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 28h v1.31.4

C:\Windows\system32>kubectl label node docker-desktop size=large

node/docker-desktop labeled

C:\Windows\system32>kubectl describe node docker-desktop

Name: docker-desktop

Roles: control-plane

Labels: beta.kubernetes.io/arch=amd64

beta.kubernetes.io/os=linux

kubernetes.io/arch=amd64

kubernetes.io/hostname=docker-desktop

kubernetes.io/os=linux

node-role.kubernetes.io/control-plane=

node.kubernetes.io/exclude-from-external-load-balancers=

size=large

Annotations: kubeadm.alpha.kubernetes.io/cri-socket: unix:///var/run/cri-dockerd.sock

node.alpha.kubernetes.io/ttl: 0

volumes.kubernetes.io/controller-managed-attach-detach: true

CreationTimestamp: Tue, 11 Feb 2025 19:15:55 +0530

Taints: <none>

Unschedulable: false

Lease:

HolderIdentity: docker-desktop

AcquireTime: <unset>

RenewTime: Thu, 13 Feb 2025 00:10:07 +0530

Conditions:

Type Status LastHeartbeatTime LastTransitionTime Reason Message

---- ------ ----------------- ------------------ ------ -------

MemoryPressure False Thu, 13 Feb 2025 00:10:05 +0530 Tue, 11 Feb 2025 19:15:54 +0530 KubeletHasSufficientMemory kubelet has sufficient memory available

DiskPressure False Thu, 13 Feb 2025 00:10:05 +0530 Tue, 11 Feb 2025 19:15:54 +0530 KubeletHasNoDiskPressure kubelet has no disk pressure

PIDPressure False Thu, 13 Feb 2025 00:10:05 +0530 Tue, 11 Feb 2025 19:15:54 +0530 KubeletHasSufficientPID kubelet has sufficient PID available

Ready True Thu, 13 Feb 2025 00:10:05 +0530 Tue, 11 Feb 2025 19:15:55 +0530 KubeletReady kubelet is posting ready status

Addresses:

InternalIP: 192.168.65.3

Hostname: docker-desktop

Capacity:

cpu: 4

ephemeral-storage: 1055762868Ki

hugepages-1Gi: 0

hugepages-2Mi: 0

memory: 8080248Ki

pods: 110

Allocatable:

cpu: 4

ephemeral-storage: 972991057538

hugepages-1Gi: 0

hugepages-2Mi: 0

memory: 7977848Ki

pods: 110

System Info:

Machine ID: 2b077ff7-f5d8-41b7-8cfa-5d91b59e0f45

System UUID: 2b077ff7-f5d8-41b7-8cfa-5d91b59e0f45

Boot ID: 9947d690-4310-4381-801e-449e9f975ea8

Kernel Version: 5.15.167.4-microsoft-standard-WSL2

OS Image: Docker Desktop

Operating System: linux

Architecture: amd64

Container Runtime Version: docker://27.5.1

Kubelet Version: v1.31.4

Kube-Proxy Version: v1.31.4

Non-terminated Pods: (9 in total)

Namespace Name CPU Requests CPU Limits Memory Requests Memory Limits Age

--------- ---- ------------ ---------- --------------- ------------- ---

kube-system coredns-7c65d6cfc9-gklnm 100m (2%) 0 (0%) 70Mi (0%) 170Mi (2%) 28h

kube-system coredns-7c65d6cfc9-whm2v 100m (2%) 0 (0%) 70Mi (0%) 170Mi (2%) 28h

kube-system etcd-docker-desktop 100m (2%) 0 (0%) 100Mi (1%) 0 (0%) 28h

kube-system kube-apiserver-docker-desktop 250m (6%) 0 (0%) 0 (0%) 0 (0%) 28h

kube-system kube-controller-manager-docker-desktop 200m (5%) 0 (0%) 0 (0%) 0 (0%) 28h

kube-system kube-proxy-zphbm 0 (0%) 0 (0%) 0 (0%) 0 (0%) 28h

kube-system kube-scheduler-docker-desktop 100m (2%) 0 (0%) 0 (0%) 0 (0%) 28h

kube-system storage-provisioner 0 (0%) 0 (0%) 0 (0%) 0 (0%) 28h

kube-system vpnkit-controller 0 (0%) 0 (0%) 0 (0%) 0 (0%) 28h

Allocated resources:

(Total limits may be over 100 percent, i.e., overcommitted.)

Resource Requests Limits

-------- -------- ------

cpu 850m (21%) 0 (0%)

memory 240Mi (3%) 340Mi (4%)

ephemeral-storage 0 (0%) 0 (0%)

hugepages-1Gi 0 (0%) 0 (0%)

hugepages-2Mi 0 (0%) 0 (0%)

Events: <none>

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

kplabs-pod 0/1 Pending 0 6m58s

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

kplabs-pod 0/1 Pending 0 7m24s

C:\Windows\system32>kubectl get nodes --show-labels

NAME STATUS ROLES AGE VERSION LABELS

docker-desktop Ready control-plane 28h v1.31.4 beta.kubernetes.io/arch=amd64,beta.kubernetes.io/os=linux,kubernetes.io/arch=amd64,kubernetes.io/hostname=docker-desktop,kubernetes.io/os=linux,node-role.kubernetes.io/control-plane=,node.kubernetes.io/exclude-from-external-load-balancers=,size=large

apiVersion: v1

kind: Pod

metadata:

  name: kplabs-pod

spec:

  nodeSelector:

    size: large  # Changed "Large" to "large"

  containers:

  - name: service-pod

    image: nginx

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f nodeSelector-pod.yaml

pod/kplabs-pod created

C:\Windows\system32>kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

kplabs-pod 1/1 Running 0 28s 10.1.0.51 docker-desktop <none> <none>

# our pod is succeflly attach to large worker node

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f nodeSelector-pod.yaml

pod "kplabs-pod" deleted

C:\Windows\system32>kubectl label node docker-desktop size-

node/docker-desktop unlabeled

$ node docker has been un labelled

C:\Windows\system32>

# Daemon sets

apiVersion: apps/v1

kind: DaemonSet

metadata:

  name: anti-virus

spec:

  selector:

    matchLabels:

      app: nginx

  template:

    metadata:

      labels:

        app: nginx

    spec:

      containers:

      - name: nginx

        image: nginx

daemonset.yaml

So in total now we will have three worker nodes that will be available.

So once you have three worker node we will see on how Daemonset automatically launches one pod in each

worker node.

So in total two more additional pods for two additional worker nodes that are getting created.

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f daemonset.yaml

daemonset.apps/anti-virus created

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 29h v1.31.4

C:\Windows\system32>kubectl get daemonset

No resources found in default namespace.

C:\Windows\system32>kubectl get deamonset

error: the server doesn't have a resource type "deamonset"

C:\Windows\system32>kubectl get daemonset

NAME DESIRED CURRENT READY UP-TO-DATE AVAILABLE NODE SELECTOR AGE

anti-virus 1 1 1 1 1 <none> 32s

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

anti-virus-wks8s 1/1 Running 0 43s

#dameon set autmatilly create our pod in different worker node

# darmons set use cases learning

$ if we have there worker node and we create daemon set , so it will launch in eveyr worker node by default , we create it for only one worker node but it load in three worker node use in prodn eve

Node affinity

@using node selector we specify label and pod is sehecluede in those nodes

In prodn we use node affinity

To run pod in which node we can decide using node affinity

Require all cond need to satfiyt only will execute and preffred only specific part will be executed

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 29h v1.31.4

C:\Windows\system32>kubectl describe docker-desktop

error: the server doesn't have a resource type "docker-desktop"

C:\Windows\system32>kubectl describe node docker-desktop

Name: docker-desktop

Roles: control-plane

apiVersion: v1

kind: Pod

metadata:

  name: nginx

spec:

  affinity:

    nodeAffinity:

      requiredDuringSchedulingIgnoredDuringExecution:

        nodeSelectorTerms:

        - matchExpressions:

          - key: disktype

            operator: In

            values:

            - ssd

  containers:

  - name: nginx

    image: nginx

nodeaffintiy-require.yaml

@worker nodes these things to be part as label

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 29h v1.31.4

C:\Windows\system32>kubectl describe docker-desktop

error: the server doesn't have a resource type "docker-desktop"

C:\Windows\system32>kubectl describe node docker-desktop

Name: docker-desktop

Roles: control-plane

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f nodeAffnity-required.yaml

pod/nginx created

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl get pods

NAME READY STATUS RESTARTS AGE

anti-virus-wks8s 1/1 Running 0 23m

nginx 0/1 Pending 0 10s

PS D:\CKA BY zeal vora\PracticeME\section3>

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

anti-virus-wks8s 1/1 Running 0 24m

nginx 0/1 Pending 0 51s

C:\Windows\system32>kubectl describe pod nginx

Name: nginx

Namespace: default

Priority: 0

Service Account: default

Node: <none>

Labels: <none>

Annotations: <none>

Status: Pending

IP:

IPs: <none>

Warning FailedScheduling 58s default-scheduler 0/1 nodes are available: 1 node(s) didn't match Pod's node affinity/selector. preemption: 0/1 nodes are available: 1 Preemption is not helpful for scheduling.

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete nodeAffnity-required.yaml

error: the server doesn't have a resource type "nodeAffnity-required"

apiVersion: v1

kind: Pod

metadata:

  name: nginx

spec:

  affinity:

    nodeAffinity:

      preferredDuringSchedulingIgnoredDuringExecution:

      - weight: 1

        preference:

          matchExpressions:

          - key: disktype

            operator: In

            values:

            - ssd

  containers:

  - name: nginx

    image: nginx

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f nodeAffnity-required.yaml

pod "nginx" deleted

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f nodeAffnity-preffred.yaml

pod/nginx created

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

anti-virus-wks8s 1/1 Running 0 30m

nginx 1/1 Running 0 13s

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f nodeAffnity-preffred.yaml

pod "nginx" deleted

apiVersion: v1

kind: Pod

metadata:

  name: nginx

spec:

  affinity:

    nodeAffinity:

      requiredDuringSchedulingIgnoredDuringExecution:

        nodeSelectorTerms:

        - matchExpressions:

          - key: disktype

            operator: In

            values:

            - ssd

  containers:

  - name: nginx

    image: nginx

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f nodeAffnity-required.yaml

pod/nginx created

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 29h v1.31.4

C:\Windows\system32>kubectl label node docker-desktop disktype=ssd

node/docker-desktop labeled

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

anti-virus-wks8s 1/1 Running 0 34m

nginx 1/1 Running 0 2m4s

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f nodeAffnity-required.yaml

pod "nginx" deleted

Requrired and limits

Requyest menas guarantee chahiye hi chaiye itni mujhe , agar itni nahi mili toh pod run anhi hoga

Maximum - itne reuse kar sakte hai max memour isse jda nahi to control pod how much it consume memoru

Limit – max itni use kar sakte hai memory , isse jyda pod crahs , or request – itni memory chahiye run karne ka liye pod koo

apiVersion: v1

kind: Pod

metadata:

  name: kplabs-pod

spec:

  containers:

  - name: kplabs-container

    image: nginx

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f request-limit.yaml

pod/kplabs-pod created

$ create a pod using manist file

$ limit and reques used in prodn eve so that they not affetct pod

C:\Windows\system32>kubectl get nodes

NAME STATUS ROLES AGE VERSION

docker-desktop Ready control-plane 29h v1.31.4

C:\Windows\system32>kubectl describe docker-desktop

error: the server doesn't have a resource type "docker-desktop"

C:\Windows\system32>kubectl describe node docker-desktop

Name: docker-desktop

Roles: control-plane

Labels: beta.kubernetes.io/arch=amd64

beta.kubernetes.io/os=linux

apiVersion: v1

kind: Pod

metadata:

  name: kplabs-pod

spec:

  containers:

  - name: kplabs-container

    image: nginx

    resources:

      requests:

        memory: "128Mi"

        cpu: "0.1"

      limits:

        memory: "500Mi"

        cpu: "1"

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f reuqest-limit.yaml

error: the path "reuqest-limit.yaml" does not exist

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f request-limit.yaml

pod "kplabs-pod" deleted

PS D:\CKA BY zeal vora\PracticeME\section3> kubectl apply -f request-limit.yaml

pod/kplabs-pod created

PS D:\CKA BY zeal vora\PracticeME\section3>

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

anti-virus-vbqph 1/1 Running 0 5m39s

kplabs-pod 1/1 Running 0 11s

S D:\CKA BY zeal vora\PracticeME\section3> kubectl delete -f request-limit.yaml

pod "kplabs-pod" deleted

# Service

Pod can communicate with each other

C:\Windows\system32>kubectl get pods

No resources found in default namespace.

C:\Windows\system32>kubectl get pods -o wide

No resources found in default namespace.

# fronetne pod communicate with bakcegd pod

C:\Windows\system32>kubectl exec -it frontend-pod -- bash

Error from server (NotFound): pods "frontend-pod" not found

$ BOTH POD CAN COMumucante with each other

Service can distribute traffic to wide varity of pod s

C:\Windows\system32>kubectl get services

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 41m

$ throught service we can distribute traffic , we are sending traffic from frenotend pod to service and service sending traffic to bakcedn pod

# service automaticclys send traffic to bakecdend pod , from fronetned we are making request to seervie

kubectl run backend-pod-3 --image=nginx --labels=type=webserver

C:\Windows\system32>kubectl run backend-pod --image=nginx

pod/backend-pod created

C:\Windows\system32>kubectl run frontend-pod --image=ubuntu --command -- sleep 36000

pod/frontend-pod created

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

backend-pod 1/1 Running 0 69s

frontend-pod 1/1 Running 0 25s

C:\Windows\system32>kubectl exec -it frontend-pod -- bash

root@frontend-pod:/#

# conncet to the fronetne pod here

C:\Windows\system32>kubectl exec -it frontend-pod -- bash

root@frontend-pod:/# apt-get update && apt-get install curl -y

Terminal 2

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

backend-pod 1/1 Running 0 6m38s

frontend-pod 1/1 Running 0 5m54s

C:\Windows\system32>kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

backend-pod 1/1 Running 0 6m46s 10.244.0.3 minikube <none> <none>

frontend-pod 1/1 Running 0 6m2s 10.244.0.4 minikube <none> <none>

T-1

root@frontend-pod:/# curl 10.244.0.3
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apiVersion: v1

kind: Service

metadata:

  name: simple-service

spec:

  ports:

  - port: 80

    targetPort: 80

service.yaml

PS D:\CKA BY zeal vora\PracticeME\section4> kubectl get pods

NAME READY STATUS RESTARTS AGE

backend-pod 1/1 Running 0 20m

frontend-pod 1/1 Running 0 19m

PS D:\CKA BY zeal vora\PracticeME\section4> kubectl create -f service.yaml

service/simple-service created

PS D:\CKA BY zeal vora\PracticeME\section4> kubectl get service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 73m

simple-service ClusterIP 10.100.246.207 <none> 80/TCP 23s

PS D:\CKA BY zeal vora\PracticeME\section4>

# weheneve fronten pod want to communicate with backend pod it need to communicate through that ip address only

C:\Windows\system32>kubectl get service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 75m

simple-service ClusterIP 10.100.246.207 <none> 80/TCP 119s

C:\Windows\system32>kubectl describe simple-service

error: the server doesn't have a resource type "simple-service"

C:\Windows\system32>kubectl describe service simple-service

Name: simple-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: <none>

Type: ClusterIP

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.100.246.207

IPs: 10.100.246.207

Port: <unset> 80/TCP

TargetPort: 80/TCP

Endpoints: <none>

Session Affinity: None

Internal Traffic Policy: Cluster

Events: <none>

# bacekdn are nothing but endpoints ,endpoints receive request from service , endopoints have ip address of backendpod

C:\Windows\system32>kubectl exec -it frontend-pod -- bash

root@frontend-pod:/# curl 10.100.246.207

curl: (7) Failed to connect to 10.100.246.207 port 80 after 0 ms: Couldn't connect to server

$ fornend point connect to simple serveice but fails , we need to add enpoint manully

apiVersion: v1

kind: Endpoints

metadata:

  name: simple-service

subsets:

  - addresses:

      - ip: 10.244.0.4  # IP address of backend pod

    ports:

      - port: 80

Endpoints.yaml

PS D:\CKA BY zeal vora\PracticeME\section4> kubectl create -f endpoints.yaml

endpoints/simple-service created

C:\Windows\system32>kubectl describe service simple-service

Name: simple-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: <none>

Type: ClusterIP

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.100.246.207

IPs: 10.100.246.207

Port: <unset> 80/TCP

TargetPort: 80/TCP

Endpoints: 10.244.0.4:80

Session Affinity: None

Internal Traffic Policy: Cluster

Events: <none>

$ now we hcve endpoints ip , if service get request then it forward to enpoints ip

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

backend-pod 1/1 Running 0 38m

frontend-pod 1/1 Running 0 37m

C:\Windows\system32>kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

backend-pod 1/1 Running 0 38m 10.244.0.3 minikube <none> <none>

frontend-pod 1/1 Running 0 37m 10.244.0.4 minikube <none> <none>

curl: (7) Failed to connect to 10.100.246.207 port 80 after 0 ms: Couldn't connect to server

root@frontend-pod:/# curl 10.244.0.4:80

curl: (7) Failed to connect to 10.244.0.4 port 80 after 0 ms: Couldn't connect to server

apiVersion: v1

kind: Endpoints

metadata:

  name: simple-service

subsets:

  - addresses:

      - ip: 10.244.0.3  # IP address of backend pod

    ports:

      - port: 80

PS D:\CKA BY zeal vora\PracticeME\section4> kubectl delete endpoints simple-service

endpoints "simple-service" deleted

PS D:\CKA BY zeal vora\PracticeME\section4> kubectl apply -f endpoints.yaml

endpoints/simple-service created

PS D:\CKA BY zeal vora\PracticeME\section4>

root@frontend-pod:/# curl 10.244.0.3:80
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PS D:\CKA BY zeal vora\PracticeME\section4> kubectl delete -f service.yaml

service "simple-service" deleted

PS D:\CKA BY zeal vora\PracticeME\section4> kubectl get endpoints

NAME ENDPOINTS AGE

kubernetes 192.168.49.2:8443 95m

PS D:\CKA BY zeal vora\PracticeME\section4> kubectl delete -f endpoints.yaml

Error from server (NotFound): error when deleting "endpoints.yaml": endpoints "simple-service" not found

apiVersion: v1

kind: Service

metadata:

  name: simple-service

spec:

  ports:

  - port: 8080

    targetPort: 80

service.yaml

PS D:\CKA BY zeal vora\PracticeME\section4> kubectl create -f service.yaml

service/simple-service created

PS D:\CKA BY zeal vora\PracticeME\section4> kubectl create -f endpoints.yaml

endpoints/simple-service created

apiVersion: v1

kind: Endpoints

metadata:

  name: simple-service

subsets:

  - addresses:

      - ip: 10.244.0.3  # IP address of backend pod

    ports:

      - port: 80

PS D:\CKA BY zeal vora\PracticeME\section4> kubectl create -f service.yaml

service/simple-service created

PS D:\CKA BY zeal vora\PracticeME\section4> kubectl create -f endpoints.yaml

endpoints/simple-service created

PS D:\CKA BY zeal vora\PracticeME\section4>

C:\Windows\system32>kubectl describe service simple-service

Name: simple-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: <none>

Type: ClusterIP

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.97.84.215

IPs: 10.97.84.215

Port: <unset> 8080/TCP

TargetPort: 80/TCP

Endpoints: 10.244.0.3:80

Session Affinity: None

Internal Traffic Policy: Cluster

Events: <none>

# when forentne pod make request on port 8080 of service that request send on port 80 of backend port 80

Service become port and backend become target port

root@frontend-pod:/# curl 10.97.84.215

# making request on ip addr of serive ip

root@frontend-pod:/# curl 10.97.84.215:8080

<!DOCTYPE html>

<html>

<head>

<title>Welcome to nginx!</title>

$ sending requests on service port on 8080 and this service send request to endpoints on port 80

# using selector

# all those pod who have appropriate label , the ip add of pods register as service endpoints

apiVersion: v1

kind: Service

metadata:

  name: simple-service

spec:

  ports:

  - port: 8080

    targetPort: 80

service1.yaml

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 3h42m

D:\CKA BY zeal vora\PracticeME\section4>kubectl create -f service1.yaml

service/simple1-service created

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service service1.yaml

Error from server (NotFound): services "service1.yaml" not found

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service simple1-service

Name: simple1-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: <none>

Type: ClusterIP

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.96.149.26

IPs: 10.96.149.26

Port: <unset> 8080/TCP

TargetPort: 80/TCP

Endpoints: <none>

Session Affinity: None

Internal Traffic Policy: Cluster

Events: <none>

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete service simple1-service

service "simple1-service" deleted

apiVersion: v1

kind: Service

metadata:

  name: simple1-service

spec:

  selector:

    app: backend

  ports:

  - port: 8080

    targetPort: 80

# thre is no selector that match this label

D:\CKA BY zeal vora\PracticeME\section4>kubectl create -f service1.yaml

service/simple1-service created

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service service1.yaml

Error from server (NotFound): services "service1.yaml" not found

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service simple1-service

Name: simple1-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: app=backend

Type: ClusterIP

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.111.211.170

IPs: 10.111.211.170

Port: <unset> 8080/TCP

TargetPort: 80/TCP

Endpoints:

Session Affinity: None

Internal Traffic Policy: Cluster

Events: <none>

$No pod with these label that match with the selector , so no endpoint assingned

D:\CKA BY zeal vora\PracticeME\section4>kubectl run backend-pod1 --image=nginx

pod/backend-pod1 created

D:\CKA BY zeal vora\PracticeME\section4>kubectl run backend-pod2 --image=nginx

pod/backend-pod2 created

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service simple-service1

Error from server (NotFound): services "simple-service1" not found

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service simple-service1

Error from server (NotFound): services "simple-service1" not found

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service simple1-service

Name: simple1-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: app=backend

Type: ClusterIP

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.111.211.170

IPs: 10.111.211.170

Port: <unset> 8080/TCP

TargetPort: 80/TCP

Endpoints:

Session Affinity: None

Internal Traffic Policy: Cluster

Events: <none>

D:\CKA BY zeal vora\PracticeME\section4>kubectl label pod backend-pod-1 app=backend

Error from server (NotFound): pods "backend-pod-1" not found

D:\CKA BY zeal vora\PracticeME\section4>kubectl label pod backend-pod1 app=backend

pod/backend-pod1 labeled

D:\CKA BY zeal vora\PracticeME\section4>kubectl label pod backend-pod2 app=backend

pod/backend-pod2 labeled

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service simple1-service

Name: simple1-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: app=backend

Type: ClusterIP

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.111.211.170

IPs: 10.111.211.170

Port: <unset> 8080/TCP

TargetPort: 80/TCP

Endpoints: 10.244.0.5:80,10.244.0.6:80

Session Affinity: None

Internal Traffic Policy: Cluster

Events: <none>

# twoend points have benn added

D:\CKA BY zeal vora\PracticeME\section4>kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

backend-pod1 1/1 Running 0 6m26s 10.244.0.5 minikube <none> <none>

backend-pod2 1/1 Running 0 6m13s 10.244.0.6 minikube <none> <none>

$ whose pod label is app=backend they are registred as end points of service

D:\CKA BY zeal vora\PracticeME\section4>kubectl get pods --show-labels

NAME READY STATUS RESTARTS AGE LABELS

backend-pod1 1/1 Running 0 9m11s app=backend,run=backend-pod1

backend-pod2 1/1 Running 0 8m58s app=backend,run=backend-pod2

D:\CKA BY zeal vora\PracticeME\section4>kubectl get pods --show-labels

NAME READY STATUS RESTARTS AGE LABELS

backend-pod1 1/1 Running 0 10m app=backend,run=backend-pod1

backend-pod2 1/1 Running 0 10m run=backend-pod2

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service simple1-service

Name: simple1-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: app=backend

Type: ClusterIP

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.111.211.170

IPs: 10.111.211.170

Port: <unset> 8080/TCP

TargetPort: 80/TCP

Endpoints: 10.244.0.5:80

Session Affinity: None

Internal Traffic Policy: Cluster

Events: <none>

$when replica set env used extensively we can use selector, dynamically add pods within service ,

Selector match with specific label

Kubectl delete service simple1-service

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 5h8m

D:\CKA BY zeal vora\PracticeME\section4>kubectl create -f service.yaml

service/simple-service created

D:\CKA BY zeal vora\PracticeME\section4>kubecl get svc

'kubecl' is not recognized as an internal or external command,

operable program or batch file.

D:\CKA BY zeal vora\PracticeME\section4>kubectl get sv

error: the server doesn't have a resource type "sv"

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 5h8m

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 16s

D:\CKA BY zeal vora\PracticeME\section4>kubectl create service --help

Create a service using a specified subcommand.

Aliases:

service, svc

Available Commands:

clusterip Create a ClusterIP service

externalname Create an ExternalName service

loadbalancer Create a LoadBalancer service

nodeport Create a NodePort service

Usage:

kubectl create service [flags] [options]

Use "kubectl create service <command> --help" for more information about a given command.

Use "kubectl options" for a list of global command-line options (applies to all commands).

D:\CKA BY zeal vora\PracticeME\section4>kubectl create service --help

Create a service using a specified subcommand.

$ Create service using CLI

Aliases:

service, svc

D:\CKA BY zeal vora\PracticeME\section4>kubectl create service clusterip test-service --tcp=80:80

service/test-service created

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 5h13m

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 4m49s

test-service ClusterIP 10.105.131.68 <none> 80/TCP 6s

D:\CKA BY zeal vora\PracticeME\section4>kubectl create service clusterip test service --tcp=80:80 --dry-run=client -o yaml

error: exactly one NAME is required, got 2

See 'kubectl create service clusterip -h' for help and examples

D:\CKA BY zeal vora\PracticeME\section4>kubectl create service clusterip test-service --tcp=80:80 --dry-run=client -o yaml

apiVersion: v1

kind: Service

metadata:

creationTimestamp: null

labels:

app: test-service

name: test-service

spec:

ports:

- name: 80-80

port: 80

protocol: TCP

targetPort: 80

selector:

app: test-service

type: ClusterIP

status:

loadBalancer: {}

D:\CKA BY zeal vora\PracticeME\section4>

Nodeport service – so that internet connect to service or any external entity , we expose our port and traffic redirectred theouh node-port

All for worker node , nodeport is open

apiVersion: v1

kind: Service

metadata:

  name: backend-nodeport-service

spec:

  type: NodePort

  selector:

    app: backend  # Ensure this matches the backend pod label

  ports:

    - protocol: TCP

      port: 80       # The service port

      targetPort: 80 # The backend pod's port

      nodePort: 30008 # NodePort (must be in range 30000-32767)

node-port.yaml

D:\CKA BY zeal vora\PracticeME\section4>kubectl create service clusterip test service --tcp=80:80

error: exactly one NAME is required, got 2

See 'kubectl create service clusterip -h' for help and examples

D:\CKA BY zeal vora\PracticeME\section4>kubectl create service clusterip test-service --tcp=80:80

service/test-service created

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 5h13m

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 4m49s

test-service ClusterIP 10.105.131.68 <none> 80/TCP 6s

D:\CKA BY zeal vora\PracticeME\section4>kubectl create service clusterip test service --tcp=80:80 --dry-run=client -o yaml

error: exactly one NAME is required, got 2

See 'kubectl create service clusterip -h' for help and examples

D:\CKA BY zeal vora\PracticeME\section4>kubectl create service clusterip test-service --tcp=80:80 --dry-run=client -o yaml

apiVersion: v1

kind: Service

metadata:

creationTimestamp: null

labels:

app: test-service

name: test-service

spec:

ports:

- name: 80-80

port: 80

protocol: TCP

targetPort: 80

selector:

app: test-service

type: ClusterIP

status:

loadBalancer: {}

D:\CKA BY zeal vora\PracticeME\section4>kubectl apply -f node-port.yaml

service/backend-nodeport-service created

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

backend-nodeport-service NodePort 10.102.230.169 <none> 80:30008/TCP 7s

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 5h26m

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 18m

test-service ClusterIP 10.105.131.68 <none> 80/TCP 13m

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service nodeport-service

Error from server (NotFound): services "nodeport-service" not found

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service backend-nodeport-service

Name: backend-nodeport-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: app=backend

Type: NodePort

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.102.230.169

IPs: 10.102.230.169

Port: <unset> 80/TCP

TargetPort: 80/TCP

NodePort: <unset> 30008/TCP

Endpoints: 10.244.0.5:80

Session Affinity: None

External Traffic Policy: Cluster

Internal Traffic Policy: Cluster

Events: <none>

D:\CKA BY zeal vora\PracticeME\section4>kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE NOMINATED NODE READINESS GATES

backend-pod1 1/1 Running 0 95m 10.244.0.5 minikube <none> <none>

backend-pod2 1/1 Running 0 95m 10.244.0.6 minikube <none> <none>

D:\CKA BY zeal vora\PracticeME\section4>kubectl get nodes

NAME STATUS ROLES AGE VERSION

minikube Ready control-plane 5h29m v1.32.0

D:\CKA BY zeal vora\PracticeME\section4>kubectl get nodes -o wide

NAME STATUS ROLES AGE VERSION INTERNAL-IP EXTERNAL-IP OS-IMAGE KERNEL-VERSION CONTAINER-RUNTIME

minikube Ready control-plane 5h29m v1.32.0 192.168.49.2 <none> Ubuntu 22.04.5 LTS 5.15.167.4-microsoft-standard-WSL2 docker://27.4.1

D:\CKA BY zeal vora\PracticeME\section4>curl 192.168.49.2

curl: (28) Failed to connect to 192.168.49.2 port 80 after 21047 ms: Could not connect to server

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

backend-nodeport-service NodePort 10.102.230.169 <none> 80:30008/TCP 5m3s

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 5h31m

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 23m

test-service ClusterIP 10.105.131.68 <none> 80/TCP 18m

D:\CKA BY zeal vora\PracticeME\section4>kubectl get pods

NAME READY STATUS RESTARTS AGE

backend-pod1 1/1 Running 0 99m

backend-pod2 1/1 Running 0 99m

D:\CKA BY zeal vora\PracticeME\section4>kubectl exec -it backend-pod1 -- bash

root@backend-pod1:/# curl ^C

root@backend-pod1:/# curl 10.102.230.169

<!DOCTYPE html>

<html>

<head>

<title>Welcome to nginx!</title>

<style>

html { color-scheme: light dark; }

body { width: 35em; margin: 0 auto;

font-family: Tahoma, Verdana, Arial, sans-serif; }

</style>

</head>

<body>

<h1>Welcome to nginx!</h1>

<p>If you see this page, the nginx web server is successfully installed and

working. Further configuration is required.</p>

<p>For online documentation and support please refer to

<a href="http://nginx.org/">nginx.org</a>.<br/>

Commercial support is available at

<a href="http://nginx.com/">nginx.com</a>.</p>

<p><em>Thank you for using nginx.</em></p>

</body>

</html>

root@backend-pod1:/#

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete service backend-nodeport-service

service "backend-nodeport-service" deleted

D:\CKA BY zeal vora\PracticeME\section4>kubectl create -f node-ports.yaml

service/nodeport-service created

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 5h45m

nodeport-service NodePort 10.100.69.146 <none> 8080:30940/TCP 29s

$ Node port automatically assigned to services

apiVersion: v1

kind: Service

metadata:

  name: nodeport-service

spec:

  selector:

    app: backend

  type: NodePort

  ports:

  - port: 8080

    targetPort: 80

D:\CKA BY zeal vora\PracticeME\section4>kubectl apply -f nodeport.yaml

error: the path "nodeport.yaml" does not exist

D:\CKA BY zeal vora\PracticeME\section4>kubectl create -f node-ports.yaml

service/nodeport-service created

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 5h50m

nodeport-service NodePort 10.100.12.113 <none> 8080:30975/TCP 36s

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 42m

test-service ClusterIP 10.105.131.68 <none> 80/TCP 37m

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service nodeport-service

Name: nodeport-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: app=backend

Type: NodePort

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.100.12.113

IPs: 10.100.12.113

Port: <unset> 8080/TCP

TargetPort: 80/TCP

NodePort: <unset> 30975/TCP

Endpoints: 10.244.0.5:80

Session Affinity: None

External Traffic Policy: Cluster

Internal Traffic Policy: Cluster

Events: <none>

D:\CKA BY zeal vora\PracticeME\section4>kubectl get pods

NAME READY STATUS RESTARTS AGE

backend-pod1 1/1 Running 0 118m

backend-pod2 1/1 Running 0 118m

D:\CKA BY zeal vora\PracticeME\section4>kubectl run backend-pod --image=nginx

pod/backend-pod created

D:\CKA BY zeal vora\PracticeME\section4>kubectl label pod backend-pod app=backend

pod/backend-pod labeled

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service node-port

Error from server (NotFound): services "node-port" not found

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service nodeport service

Error from server (NotFound): services "nodeport" not found

Error from server (NotFound): services "service" not found

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service nodeport-service

Name: nodeport-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: app=backend

Type: NodePort

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.100.12.113

IPs: 10.100.12.113

Port: <unset> 8080/TCP

TargetPort: 80/TCP

NodePort: <unset> 30975/TCP

Endpoints: 10.244.0.5:80,10.244.0.7:80

Session Affinity: None

External Traffic Policy: Cluster

Internal Traffic Policy: Cluster

Events: <none>

$ 30975 is node port we have

D:\CKA BY zeal vora\PracticeME\section4>

D:\CKA BY zeal vora\PracticeME\section4>kubectl apply -f nodeport.yaml

error: the path "nodeport.yaml" does not exist

D:\CKA BY zeal vora\PracticeME\section4>kubectl create -f node-ports.yaml

service/nodeport-service created

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 5h50m

nodeport-service NodePort 10.100.12.113 <none> 8080:30975/TCP 36s

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 42m

test-service ClusterIP 10.105.131.68 <none> 80/TCP 37m

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service nodeport-service

Name: nodeport-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: app=backend

Type: NodePort

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.100.12.113

IPs: 10.100.12.113

Port: <unset> 8080/TCP

TargetPort: 80/TCP

NodePort: <unset> 30975/TCP

Endpoints: 10.244.0.5:80

Session Affinity: None

External Traffic Policy: Cluster

Internal Traffic Policy: Cluster

Events: <none>

D:\CKA BY zeal vora\PracticeME\section4>kubectl get pods

NAME READY STATUS RESTARTS AGE

backend-pod1 1/1 Running 0 118m

backend-pod2 1/1 Running 0 118m

D:\CKA BY zeal vora\PracticeME\section4>kubectl run backend-pod --image=nginx

pod/backend-pod created

D:\CKA BY zeal vora\PracticeME\section4>kubectl label pod backend-pod app=backend

pod/backend-pod labeled

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service node-port

Error from server (NotFound): services "node-port" not found

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service nodeport service

Error from server (NotFound): services "nodeport" not found

Error from server (NotFound): services "service" not found

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service nodeport-service

Name: nodeport-service

Namespace: default

Labels: <none>

Annotations: <none>

Selector: app=backend

Type: NodePort

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.100.12.113

IPs: 10.100.12.113

Port: <unset> 8080/TCP

TargetPort: 80/TCP

NodePort: <unset> 30975/TCP

Endpoints: 10.244.0.5:80,10.244.0.7:80

Session Affinity: None

External Traffic Policy: Cluster

Internal Traffic Policy: Cluster

Events: <none>

D:\CKA BY zeal vora\PracticeME\section4>kubectl get nodes -o wide

NAME STATUS ROLES AGE VERSION INTERNAL-IP EXTERNAL-IP OS-IMAGE KERNEL-VERSION CONTAINER-RUNTIME

minikube Ready control-plane 5h55m v1.32.0 192.168.49.2 <none> Ubuntu 22.04.5 LTS 5.15.167.4-microsoft-standard-WSL2 docker://27.4.1

D:\CKA BY zeal vora\PracticeME\section4>minikube ip

192.168.49.2

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 5h55m

nodeport-service NodePort 10.100.12.113 <none> 8080:30975/TCP 5m56s

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 47m

test-service ClusterIP 10.105.131.68 <none> 80/TCP 42m

D:\CKA BY zeal vora\PracticeME\section4>D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

'D:\CKA' is not recognized as an internal or external command,

operable program or batch file.

D:\CKA BY zeal vora\PracticeME\section4>NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

'NAME' is not recognized as an internal or external command,

operable program or batch file.

D:\CKA BY zeal vora\PracticeME\section4>kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 5h55m

The system cannot find the file specified.

D:\CKA BY zeal vora\PracticeME\section4>nodeport-service NodePort 10.100.12.113 <none> 8080:30975/TCP 5m56s

D:\CKA BY zeal vora\PracticeME\section4>minikube service backend-nodeport-service --url

X Exiting due to SVC\_NOT\_FOUND: Service 'backend-nodeport-service' was not found in 'default' namespace.

You may select another namespace by using 'minikube service backend-nodeport-service -n <namespace>'. Or list out all the services using 'minikube service list'

D:\CKA BY zeal vora\PracticeME\section4>curl 192.168.49.2:30975

curl: (28) Failed to connect to 192.168.49.2 port 30975 after 21024 ms: Could not connect to server

D:\CKA BY zeal vora\PracticeME\section4>curl 192.168.49.2:30975

curl: (28) Failed to connect to 192.168.49.2 port 30975 after 21033 ms: Could not connect to server

D:\CKA BY zeal vora\PracticeME\section4>

D:\CKA BY zeal vora\PracticeME\section4>kubectl create service --help

Create a service using a specified subcommand.

Aliases:

service, svc

Available Commands:

clusterip Create a ClusterIP service

externalname Create an ExternalName service

loadbalancer Create a LoadBalancer service

nodeport Create a NodePort service

Usage:

kubectl create service [flags] [options]

Use "kubectl create service <command> --help" for more information about a given command.

Use "kubectl options" for a list of global command-line options (applies to all commands).

D:\CKA BY zeal vora\PracticeME\section4>kubectl create service nodeport test-nodeport --dry-run=client -o yaml

error: at least one tcp port specifier must be provided

D:\CKA BY zeal vora\PracticeME\section4>kubectl create service nodeport test-nodeport --tcp=80:80 --dry-run=client -o yaml

apiVersion: v1

kind: Service

metadata:

creationTimestamp: null

labels:

app: test-nodeport

name: test-nodeport

spec:

ports:

- name: 80-80

port: 80

protocol: TCP

targetPort: 80

selector:

app: test-nodeport

type: NodePort

status:

loadBalancer: {}

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 6h4m

nodeport-service NodePort 10.100.12.113 <none> 8080:30975/TCP 14m

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 56m

test-service ClusterIP 10.105.131.68 <none> 80/TCP 51m

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete -f node-ports.yaml

service "nodeport-service" deleted

D:\CKA BY zeal vora\PracticeME\section4>kubectl create -f node-ports.yaml

service/nodeport-service created

D:\CKA BY zeal vora\PracticeME\section4>kubectlg get svc

'kubectlg' is not recognized as an internal or external command,

operable program or batch file.

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 6h6m

nodeport-service NodePort 10.106.157.9 <none> 8080:32081/TCP 15s

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 57m

test-service ClusterIP 10.105.131.68 <none> 80/TCP 52m

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete service nodeport-service

service "nodeport-service" deleted

D:\CKA BY zeal vora\PracticeME\section4>

apiVersion: v1

kind: Service

metadata:

  name: nodeport-service

spec:

  selector:

    app: backend

  type: NodePort

  ports:

  - port: 8080

    targetPort: 80

    nodePort: 30556

D:\CKA BY zeal vora\PracticeME\section4>kubectl create -f node-ports.yaml

service/nodeport-service created

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 6h8m

nodeport-service NodePort 10.111.240.172 <none> 8080:30556/TCP 7s

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 59m

test-service ClusterIP 10.105.131.68 <none> 80/TCP 54m

D:\CKA BY zeal vora\PracticeME\section4>

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete svc nodeport-service

service "nodeport-service" deleted

Service type load balancer

Nodeport expose out env to external world ,nodeprot not used for esxtrnal env prod

Load balancer intermidiate betwnn user and node port , load balancer send traffic to node port

apiVersion: v1

kind: Service

metadata:

  name: backend-loadbalancer

spec:

  selector:

    app: backend

  type: LoadBalancer

  ports:

    - protocol: TCP

      port: 80

      targetPort: 80

Microsoft Windows [Version 10.0.19045.5487]

(c) Microsoft Corporation. All rights reserved.

D:\CKA BY zeal vora\PracticeME\section4>kubectl apply -f loadbalancer.yaml

service/backend-loadbalancer created

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

backend-loadbalancer LoadBalancer 10.106.229.211 <pending> 80:31280/TCP 7s

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 6h45m

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 96m

test-service ClusterIP 10.105.131.68 <none> 80/TCP 92m

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service backend-loadbalancer

Name: backend-loadbalancer

Namespace: default

Labels: <none>

Annotations: <none>

D:\CKA BY zeal vora\PracticeME\section4>minikube tunnel

\* Tunnel successfully started

\* NOTE: Please do not close this terminal as this process must stay alive for the tunnel to be accessible ...

! Access to ports below 1024 may fail on Windows with OpenSSH clients older than v8.1. For more information, see: https://minikube.sigs.k8s.io/docs/handbook/accessing/#access-to-ports-1024-on-windows-requires-root-permission

\* Starting tunnel for service backend-loadbalancer.

# minikube tunnel for extranal ip to service , ip add of load balancer

D:\CKA BY zeal vora\PracticeME\section4>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

backend-loadbalancer LoadBalancer 10.106.229.211 127.0.0.1 80:31280/TCP 3m12s

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 6h48m

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 100m

test-service ClusterIP 10.105.131.68 <none> 80/TCP 95m

D:\CKA BY zeal vora\PracticeME\section4>curl 127.0.0.1

<!DOCTYPE html>

<html>

<head>

<title>Welcome to nginx!</title>

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe service backend-loadbalancer

Name: backend-loadbalancer

Namespace: default

Labels: <none>

Annotations: <none>

Selector: app=backend

Type: LoadBalancer

IP Family Policy: SingleStack

IP Families: IPv4

IP: 10.106.229.211

IPs: 10.106.229.211

LoadBalancer Ingress: 127.0.0.1 (VIP)

Port: <unset> 80/TCP

TargetPort: 80/TCP

NodePort: <unset> 31280/TCP

Endpoints: 10.244.0.5:80,10.244.0.7:80

Session Affinity: None

External Traffic Policy: Cluster

Internal Traffic Policy: Cluster

Events: <none>

$ Bydfeilult node port automatically create ,load balancer forward traffic to node port of worker node , and then it directly reach the traffic to pod

apiVersion: v1

kind: Service

metadata:

  name: backend-loadbalancer

spec:

  selector:

    app: backend

  type: LoadBalancer

  ports:

      port: 80

      targetPort: 80

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete -f loadbalancer.yaml

service "backend-loadbalancer" deleted

Ingrees

Whenve a load balcner receive request for any service , lieke ex.internal - it will go to ingrees component , ingress comp through it logic will forware to ex service based on ruls

We define rule in ingress that route traffic

Load balacenr sned traffic to ingrees controller ,controller recive reqeuset from laod balancer and cotroller based on rules route traffic to approacpirate service

Controller based on rules send traffic to services

$ ingress route traffic to service

D:\CKA BY zeal vora\PracticeME\section4>kubectl get ingress

No resources found in default namespace.

D:\CKA BY zeal vora\PracticeME\section4>kubectl create ingress --help

Create an ingress with the specified name.

Aliases:

ingress, ing

Examples:

# Create a single ingress called 'simple' that directs requests to foo.com/bar to svc

# svc1:8080 with a TLS secret "my-cert"

kubectl create ingress simple --rule="foo.com/bar=svc1:8080,tls=my-cert"

# request come for this website then it forward to this services

C:\>kubectl create ingress first-ingress --rule="example.internal/\*-example-service: 80"

ingress.networking.k8s.io/first-ingress created

C:\>kubectl get service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.109.0.1 <none> 443/TCP 26d

C:\>kubectl describe ingress first-ingress

Name: first-ingress

Labels: <none>

Namespace: default

Address:

Ingress Class: <none>

Default backend: <default>

Rules:

Host Path Backends

example.internal

example-service: 80 (<error: endpoints "example-service" not found>)

Annotations: <none>

Events: <none>

C:\>

$ If any traffic come for ex.internal then it redirect to ex-service

D:\CKA BY zeal vora\PracticeME\section4>kubectl create ingress first-ingress --rule="example.internal/\*=example-service:80"

ingress.networking.k8s.io/first-ingress created

D:\CKA BY zeal vora\PracticeME\section4>kubectl get service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 18h

simple-service ClusterIP 10.99.4.158 <none> 8080/TCP 13h

test-service ClusterIP 10.105.131.68 <none> 80/TCP 13h

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe ingress first-ingress

Name: first-ingress

Labels: <none>

Namespace: default

Address:

Ingress Class: <none>

Default backend: <default>

Rules:

Host Path Backends

---- ---- --------

example.internal

/ example-service:80 (<error: services "example-service" not found>)

Annotations: <none>

Events: <none>

C:\>kubectl create ingress first-ingress --rule="example.internal/\*-example-service:80" --rule="kplabs.internal/\*-kplabs-serv

ice:80"

error: failed to create ingress: ingresses.networking.k8s.io "first-ingress" already exists

C:\>kubectl create ingress first-ingress --rule="example.internal/\*-example-service: 80" --rule="kplabs.internal/\*-kplabs-serv

ice:80"

C:\>kubectl describe ingress second-ingress

Name: second-ingress

Labels: <none>

Namespace: default

Address:

Ingress Class: <none>

Default backend: <default>

Rules:

Host Path Backends

----

example.internal

/ example-service: 80 (<error: endpoints "example-service" not found>)

\*plabs.internal

kplabs-service: 80 (<error: endpoints "kplabs-service" not found>)

Annotations: <none>

Events: <none>

C:\>

D:\CKA BY zeal vora\PracticeME\section4>kubectl create ingress second-ingress --rule="example.internal/\*=example-service:80" --rule="kplabs.internal/\*=kplabs.service:80"

error: rule kplabs.internal/\*=kplabs.service:80 is invalid and should be in format host/path=svcname:svcport[,tls[=secret]]

D:\CKA BY zeal vora\PracticeME\section4>kubectl create ingress second-ingress --rule="example.internal/\*=example-service:80" --rule="kplabs.internal/\*=kplabs-service:80"

ingress.networking.k8s.io/second-ingress created

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe ingress second-ingress

Name: second-ingress

Labels: <none>

Namespace: default

Address:

Ingress Class: <none>

Default backend: <default>

Rules:

Host Path Backends

---- ---- --------

example.internal

/ example-service:80 (<error: services "example-service" not found>)

kplabs.internal

/ kplabs-service:80 (<error: services "kplabs-service" not found>)

Annotations: <none>

Events: <none>

C:\>kubectl create ingress second-ingress --rule="example.internal/\*-example-service: 80" --rule="kplabs.internal/\* =kplabs-service:80" --dry-run-client -o yam

apiVersion: networking.k8s.io/v1

kind: Ingress

metadata:

creationTimestamp: null

name: second-ingress

spec:

rules:

- host: example.internal

http:

paths:

- backend:

service:

name: example-service

port:

number: 80

path: /

pathType: Prefix

host: kplabs.internal

http:

paths:

- backend:

service:

name: kplabs-service

port:

number:180

path: /

pathType: Prefix

status:

Balancer: {}

$we have 2 rules here one is intenal host and the other is

MY

D:\CKA BY zeal vora\PracticeME\section4>kubectl create ingress second-ingress --rule="example.internal/\*=example-service:80" --rule="kplabs.internal/\*=kplabs-service:80" --dry-run=client -o yaml

apiVersion: networking.k8s.io/v1

kind: Ingress

metadata:

creationTimestamp: null

name: second-ingress

spec:

rules:

- host: example.internal

http:

paths:

- backend:

service:

name: example-service

port:

number: 80

path: /

pathType: Prefix

- host: kplabs.internal

http:

paths:

- backend:

service:

name: kplabs-service

port:

number: 80

path: /

pathType: Prefix

status:

loadBalancer: {}

apiVersion: networking.k8s.io/v1

kind: Ingress

metadata:

  name: path-based-ingress

spec:

  rules:

    - http:

        paths:

          - path: /app-1

            pathType: Exact

            backend:

              service:

                name: app-1-service

                port:

                  number: 80

          - path: /app-2

            pathType: Exact

            backend:

              service:

                name: app-2-service

                port:

                  number: 80

path.yaml

D:\CKA BY zeal vora\PracticeME\section4>kubectl create -f path-based.yaml

ingress.networking.k8s.io/path-based-ingress created

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe ingress path-based

Name: path-based-ingress

Labels: <none>

Namespace: default

Address:

Ingress Class: <none>

Default backend: <default>

Rules:

Host Path Backends

---- ---- --------

\*

/app-1 app-1-service:80 (<error: services "app-1-service" not found>)

/app-2 app-2-service:80 (<error: services "app-2-service" not found>)

Annotations: <none>

Events: <none>

$ If any request come on this path then it redirect to app1-service

D:\CKA BY zeal vora\PracticeME\section4>kubectl get ingress

NAME CLASS HOSTS ADDRESS PORTS AGE

first-ingress <none> example.internal 80 34m

path-based-ingress <none> \* 80 83s

second-ingress <none> example.internal,kplabs.internal 80 27m

D:\CKA BY zeal vora\PracticeME\section4>kubectl create ingress named-path --rule=example.internal/=app-1:80 --dry-run=client -o yaml

apiVersion: networking.k8s.io/v1

kind: Ingress

metadata:

creationTimestamp: null

name: named-path

spec:

rules:

- host: example.internal

http:

paths:

- backend:

service:

name: app-1

port:

number: 80

path: /

pathType: Exact

status:

loadBalancer: {}

apiVersion: networking.k8s.io/v1

kind: Ingress

metadata:

  creationTimestamp: null

  name: named-path

spec:

  rules:

  - host: example.internal

    http:

      paths:

      - backend:

          service:

            name: app-1-service

            port:

              number: 80

        path: /app-1

        pathType: Exact

      - backend:

          service:

            name: app-2-service

            port:

              number: 80

        path: /app-2

        pathType: Exact

name-path.yaml

D:\CKA BY zeal vora\PracticeME\section4>kubectl create -f name-path.yaml

ingress.networking.k8s.io/named-path created

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe ingress name-path.yaml

Error from server (NotFound): ingresses.networking.k8s.io "name-path.yaml" not found

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe ingress name-path

Error from server (NotFound): ingresses.networking.k8s.io "name-path" not found

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe ingress named-path

Name: named-path

Labels: <none>

Namespace: default

Address:

Ingress Class: <none>

Default backend: <default>

Rules:

Host Path Backends

---- ---- --------

example.internal

/app-1 app-1-service:80 (<error: services "app-1-service" not found>)

/app-2 app-2-service:80 (<error: services "app-2-service" not found>)

Annotations: <none>

$ we have host and afater that we are doing routing , path based routing if any traffic come on /app1 it direct to service app-1-service

C: \>kubectl create ingress main-ingress -- class=nginx -- rule="example. internal/ \*= example-service: 80" -- rule="kplabs.internal/\*= kplabs-service : 80"

ingress.networking.k8s.io/main-ingress created

D:\CKA BY zeal vora\PracticeME\section4>kubectl create ingress main-ingress --class=nginx --rule="example.internal/\*=example-service:80" --rule="kplabs.internal/\*=kplabs-service:80"

ingress.networking.k8s.io/main-ingress created

D:\CKA BY zeal vora\PracticeME\section4>kubectl describe ingress main-ingress

Name: main-ingress

Labels: <none>

Namespace: default

Address:

Ingress Class: nginx

Default backend: <default>

Rules:

Host Path Backends

---- ---- --------

example.internal

/ example-service:80 (10.244.0.9:80)

kplabs.internal

/ kplabs-service:80 (10.244.0.10:80)

Annotations: <none>

Events: <none>

C: \>kubectl apply -f https://raw.githubusercontent.com/kubernetes/ingress-nginx/controller-v1.12.0/deploy/static/provider/cloud/deploy.yaml

D:\CKA BY zeal vora\PracticeME\section4>kubectl get pods

NAME READY STATUS RESTARTS AGE

example-pod 1/1 Running 0 19m

kplabs-pod 1/1 Running 0 18m

D:\CKA BY zeal vora\PracticeME\section4>kubectl get namespace

NAME STATUS AGE

default Active 19h

ingress-nginx Active 96s

kube-node-lease Active 19h

kube-public Active 19h

kube-system Active 19h

D:\CKA BY zeal vora\PracticeME\section4>kubectl get pods -n ingress-nginx

NAME READY STATUS RESTARTS AGE

ingress-nginx-admission-create-b4npm 0/1 ContainerCreating 0 2m5s

ingress-nginx-admission-patch-pxqks 0/1 ContainerCreating 0 2m5s

ingress-nginx-controller-d8c96cf68-q57s2 0/1 ContainerCreating 0 2m5s

D:\CKA BY zeal vora\PracticeME\section4>kubectl get service -n ingress-nginx

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

ingress-nginx-controller LoadBalancer 10.107.244.211 <pending> 80:32551/TCP,443:31710/TCP 5m49s

ingress-nginx-controller-admission ClusterIP 10.108.170.102 <none> 443/TCP 5m49s

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete ingress main-ingress

ingress.networking.k8s.io "main-ingress" deleted

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete ingress --all

No resources found

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete ingress --all

No resources found

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete pods --all

pod "example-pod" deleted

pod "kplabs-pod" deleted

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete service example-service kplabs-service simple-service test-service

service "example-service" deleted

service "kplabs-service" deleted

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete svc --all

service "kubernetes" deleted

D:\CKA BY zeal vora\PracticeME\section4>kubectl delete -f https://raw.githubusercontent.com/kubernetes/ingress-nginx/controller-v1.12.0/deploy/static/provider/cloud/deploy.yaml

namespace "ingress-nginx" deleted

HELM

Deploy worddpress chart in kuberntes cluster using helm

Package your whole appn In helm charts

Deploy helm chart in wordpress in kuberntes cluster

Microsoft Windows [Version 10.0.19045.5487]

(c) Microsoft Corporation. All rights reserved.

C:\Windows\system32>helm install demo-release bitnami/wordpress

'helm' is not recognized as an internal or external command,

operable program or batch file.

C:\Windows\system32>choco install kubernetes-helm -y

Chocolatey v2.4.2

Installing the following packages:

kubernetes-helm

By installing, you accept licenses for the packages.

Downloading package from source 'https://community.chocolatey.org/api/v2/'

Progress: Downloading kubernetes-helm 3.17.0... 100%

kubernetes-helm v3.17.0 [Approved]

kubernetes-helm package files install completed. Performing other installation steps.

Downloading kubernetes-helm 64 bit

from 'https://get.helm.sh/helm-v3.17.0-windows-amd64.zip'

Progress: 100% - Completed download of C:\Users\user121\AppData\Local\Temp\chocolatey\kubernetes-helm\3.17.0\helm-v3.17.0-windows-amd64.zip (17.08 MB).

Download of helm-v3.17.0-windows-amd64.zip (17.08 MB) completed.

Hashes match.

Extracting C:\Users\user121\AppData\Local\Temp\chocolatey\kubernetes-helm\3.17.0\helm-v3.17.0-windows-amd64.zip to C:\ProgramData\chocolatey\lib\kubernetes-helm\tools...

C:\ProgramData\chocolatey\lib\kubernetes-helm\tools

ShimGen has successfully created a shim for helm.exe

The install of kubernetes-helm was successful.

Deployed to 'C:\ProgramData\chocolatey\lib\kubernetes-helm\tools'

Chocolatey installed 1/1 packages.

See the log for details (C:\ProgramData\chocolatey\logs\chocolatey.log).

C:\Windows\system32>helm version

version.BuildInfo{Version:"v3.17.0", GitCommit:"301108edc7ac2a8ba79e4ebf5701b0b6ce6a31e4", GitTreeState:"clean", GoVersion:"go1.23.4"}

C:\Windows\system32>helm install demo-release bitnami/wordpress

Error: INSTALLATION FAILED: repo bitnami not found

C:\Windows\system32>helm repo add bitnami https://charts.bitnami.com/bitnami

"bitnami" has been added to your repositories

C:\Windows\system32>helm repo update

Hang tight while we grab the latest from your chart repositories...

...Successfully got an update from the "bitnami" chart repository

Update Complete. ⎈Happy Helming!⎈

C:\Windows\system32>helm repo list

NAME URL

bitnami https://charts.bitnami.com/bitnami

C:\Windows\system32>helm install demo-release bitnami/wordpress

NAME: demo-release

LAST DEPLOYED: Sat Feb 15 13:23:21 2025

NAMESPACE: default

STATUS: deployed

REVISION: 1

TEST SUITE: None

NOTES:

CHART NAME: wordpress

CHART VERSION: 24.1.11

APP VERSION: 6.7.2

Did you know there are enterprise versions of the Bitnami catalog? For enhanced secure software supply chain features, unlimited pulls from Docker, LTS support, or application customization, see Bitnami Premium or Tanzu Application Catalog. See https://www.arrow.com/globalecs/na/vendors/bitnami for more information.

\*\* Please be patient while the chart is being deployed \*\*

Your WordPress site can be accessed through the following DNS name from within your cluster:

demo-release-wordpress.default.svc.cluster.local (port 80)

To access your WordPress site from outside the cluster follow the steps below:

1. Get the WordPress URL by running these commands:

NOTE: It may take a few minutes for the LoadBalancer IP to be available.

Watch the status with: 'kubectl get svc --namespace default -w demo-release-wordpress'

export SERVICE\_IP=$(kubectl get svc --namespace default demo-release-wordpress --template "{{ range (index .status.loadBalancer.ingress 0) }}{{ . }}{{ end }}")

echo "WordPress URL: http://$SERVICE\_IP/"

echo "WordPress Admin URL: http://$SERVICE\_IP/admin"

2. Open a browser and access WordPress using the obtained URL.

3. Login with the following credentials below to see your blog:

echo Username: user

echo Password: $(kubectl get secret --namespace default demo-release-wordpress -o jsonpath="{.data.wordpress-password}" | base64 -d)

WARNING: There are "resources" sections in the chart not set. Using "resourcesPreset" is not recommended for production. For production installations, please set the following values according to your workload needs:

- resources

+info https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

demo-release-mariadb-0 0/1 Init:0/1 0 117s

demo-release-wordpress-74c6c9b6f7-twrk9 0/1 Init:0/1 0 117s

C:\Windows\system32>helm uninstall demo-release

release "demo-release" uninstalled

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

demo-release-mariadb-0 0/1 Terminating 0 4m22s

demo-release-wordpress-74c6c9b6f7-twrk9 0/1 Terminating 0 4m22s

**Installing Helm Charts**

Installing Jenkins charts

C:\Windows\system32>helm repo add jenkins https://charts.jenkins.io

"jenkins" has been added to your repositories

# adding Jenkins reposoitry

C:\Windows\system32>helm repo update

Hang tight while we grab the latest from your chart repositories...

...Successfully got an update from the "jenkins" chart repository

...Successfully got an update from the "bitnami" chart repository

Update Complete. ⎈Happy Helming!⎈

C:\Windows\system32>helm install my-jenkins jenkins/jenkins

NAME: my-jenkins

LAST DEPLOYED: Sat Feb 15 14:18:18 2025

NAMESPACE: default

STATUS: deployed

REVISION: 1

NOTES:

1. Get your 'admin' user password by running:

kubectl exec --namespace default -it svc/my-jenkins -c jenkins -- /bin/cat /run/secrets/additional/chart-admin-password && echo

2. Get the Jenkins URL to visit by running these commands in the same shell:

echo http://127.0.0.1:8080

kubectl --namespace default port-forward svc/my-jenkins 8080:8080

3. Login with the password from step 1 and the username: admin

4. Configure security realm and authorization strategy

5. Use Jenkins Configuration as Code by specifying configScripts in your values.yaml file, see documentation: http://127.0.0.1:8080/configuration-as-code and examples: https://github.com/jenkinsci/configuration-as-code-plugin/tree/master/demos

For more information on running Jenkins on Kubernetes, visit:

https://cloud.google.com/solutions/jenkins-on-container-engine

For more information about Jenkins Configuration as Code, visit:

https://jenkins.io/projects/jcasc/

NOTE: Consider using a custom image with pre-installed plugins

C:\Windows\system32>helm list

NAME NAMESPACE REVISION UPDATED STATUS CHART

APP VERSION

my-jenkins default 1 2025-02-15 14:18:18.760885 +0530 IST deployed jenkins-5.8.11

2.492.1

C:\Windows\system32>helm uninstall my-jenkins

release "my-jenkins" uninstalled

C:\Windows\system32>

$ Cluster must have sufficient CPU to deployed helm charts

Namespaces

Used to islolate resources in kuberntes

C:\Windows\system32>kubectl get pods

No resources found in default namespace.

C:\Windows\system32>kubectl get pods --all namespace

error: unknown flag: --all

See 'kubectl get --help' for usage.

C:\Windows\system32>kubectl get pods --all-namespaces

NAMESPACE NAME READY STATUS RESTARTS AGE

kube-system coredns-668d6bf9bc-qw7vf 1/1 Running 1 (3h35m ago) 21h

kube-system etcd-minikube 1/1 Running 1 (3h35m ago) 21h

kube-system kube-apiserver-minikube 1/1 Running 5 (3h35m ago) 21h

kube-system kube-controller-manager-minikube 1/1 Running 2 (3h35m ago) 21h

kube-system kube-proxy-mhg2f 1/1 Running 1 (3h35m ago) 21h

kube-system kube-scheduler-minikube 1/1 Running 1 (3h35m ago) 21h

kube-system storage-provisioner 1/1 Running 4 (3h34m ago) 21h

$ No pod in default namespace but in other namespace pod is running , isolating resource using namespace , pod are running in kubentstem namepsac’e ,never touch kube-system namespacs

C:\Windows\system32>kubectl get configmaps

NAME DATA AGE

kube-root-ca.crt 1 21h

C:\Windows\system32>kubectl get configmaps --all-namespaces

NAMESPACE NAME DATA AGE

default kube-root-ca.crt 1 22h

kube-node-lease kube-root-ca.crt 1 22h

kube-public cluster-info 2 22h

kube-public kube-root-ca.crt 1 22h

kube-system coredns 1 22h

kube-system extension-apiserver-authentication 6 22h

kube-system kube-apiserver-legacy-service-account-token-tracking 1 22h

kube-system kube-proxy 2 22h

kube-system kube-root-ca.crt 1 22h

kube-system kubeadm-config 1 22h

kube-system kubelet-config 1 22h

# never tuch kube system otherwise functionality of kuberntes cluster might be impactes

C:\Windows\system32>kubectl get namespaces

NAME STATUS AGE

default Active 22h

kube-node-lease Active 22h

kube-public Active 22h

kube-system Active 22h

C:\Windows\system32>kubectl run test-pod --image=nginx

pod/test-pod created

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

test-pod 1/1 Running 0 7s

C:\Windows\system32>

$ by default pod is created inside default namespace

C:\Windows\system32>kubectl get pods -n kube-system

NAME READY STATUS RESTARTS AGE

coredns-668d6bf9bc-qw7vf 1/1 Running 1 (3h44m ago) 22h

etcd-minikube 1/1 Running 1 (3h44m ago) 22h

kube-apiserver-minikube 1/1 Running 5 (3h44m ago) 22h

kube-controller-manager-minikube 1/1 Running 2 (3h44m ago) 22h

kube-proxy-mhg2f 1/1 Running 1 (3h44m ago) 22h

kube-scheduler-minikube 1/1 Running 1 (3h44m ago) 22h

storage-provisioner 1/1 Running 4 (3h43m ago) 22h

$ pod that are running in kube system name spaces

C:\Windows\system32>kubectl create namespace development

namespace/development created

C:\Windows\system32>kubectl create namespace qa

namespace/qa created

C:\Windows\system32>kubectl get namespace

NAME STATUS AGE

default Active 22h

development Active 2m52s

kube-node-lease Active 22h

kube-public Active 22h

kube-system Active 22h

qa Active 2m19s

C:\Windows\system32>kubectl run development-pod -n development

error: required flag(s) "image" not set

C:\Windows\system32>kubectl run development-pod --image=nginx -n development

pod/development-pod created

C:\Windows\system32>kubectl run qa-pod --image=nginx -n qa

pod/qa-pod created

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

test-pod 1/1 Running 0 9m26s

# create pod in development anemspace and qa namespace

C:\Windows\system32>kubectl get pods -n development

NAME READY STATUS RESTARTS AGE

development-pod 1/1 Running 0 2m3s

C:\Windows\system32>kubectl get pods -n qa

NAME READY STATUS RESTARTS AGE

qa-pod 1/1 Running 0 116s

#pods in qa and development namespace

C:\Windows\system32>kubectl get pods --all-namespaces

NAMESPACE NAME READY STATUS RESTARTS AGE

default test-pod 1/1 Running 0 11m

development development-pod 1/1 Running 0 3m21s

kube-system coredns-668d6bf9bc-qw7vf 1/1 Running 1 (3h54m ago) 22h

kube-system etcd-minikube 1/1 Running 1 (3h54m ago) 22h

kube-system kube-apiserver-minikube 1/1 Running 5 (3h54m ago) 22h

kube-system kube-controller-manager-minikube 1/1 Running 2 (3h54m ago) 22h

kube-system kube-proxy-mhg2f 1/1 Running 1 (3h54m ago) 22h

kube-system kube-scheduler-minikube 1/1 Running 1 (3h54m ago) 22h

kube-system storage-provisioner 1/1 Running 4 (3h54m ago) 22h

qa qa-pod 1/1 Running 0 3m6s

#prodn env is seprate from kubernets cluter like seprate namespace in diff env , not mixed with dev and staging env

C:\Windows\system32>kubectl run test-pod --image=nginx -n qa --dry-run=client -o yaml

apiVersion: v1

kind: Pod

metadata:

creationTimestamp: null

labels:

run: test-pod

name: test-pod

namespace: qa

spec:

containers:

- image: nginx

name: test-pod

resources: {}

dnsPolicy: ClusterFirst

restartPolicy: Always

status: {}

service accounts

tokens we have in config file so that we can connect to kuberntes clutser

s

C:\Windows\system32>kubectl get serviceaccounts --all-namespaces

NAMESPACE NAME SECRETS AGE

default default 0 22h

development default 0 14m

kube-node-lease default 0 22h

#when a service account asoocaaite with pod automatically , then pods get tokens to intercat with kubetnes clustes

C:\Windows\system32>kubectl run app-pod --image=nginx

pod/app-pod created

C:\Windows\system32>kubectl get pods

NAME READY STATUS RESTARTS AGE

app-pod 1/1 Running 0 9s

test-pod 1/1 Running 0 24m

C:\Windows\system32>kubectl describe pod app-pod

Name: app-pod

Namespace: default

Priority: 0

Service Account: default

Node: minikube/192.168.49.2

C:\Windows\system32>kubectl exec -it app-pod -- bash

root@app-pod:/# cd /var/run/secrets/kubernetes.io/serviceaccount/

root@app-pod:/var/run/secrets/kubernetes.io/serviceaccount# cat token

eyJhbGciOiJSUzI1NiIsImtpZCI6Ijc1aGNuLVdFY2FvMWVLbjh4clVab0Zpb0ZCd1FEZWs4UGZ2dWtyZ0ZDSDgifQ.eyJhdWQiOlsiaHR0cHM6Ly9rdWJlcm5ldGVzLmRlZmF1bHQuc3ZjLmNsdXN0ZXIubG9jYWwiXSwiZXhwIjoxNzcxMTQ4MjY1LCJpYXQiOjE3Mzk2MTIyNjUsImlzcyI6Imh0dHBzOi8va3ViZXJuZXRlcy5kZWZhdWx0LnN2Yy5jbHVzdGVyLmxvY2FsIiwianRpIjoiNDQ4NmY5MTQtMDg1Yy00NDM5LWFlZDMtOGMzNjI5NWU0MjRjIiwia3ViZXJuZXRlcy5pbyI6eyJuYW1lc3BhY2UiOiJkZWZhdWx0Iiwibm9kZSI6eyJuYW1lIjoibWluaWt1YmUiLCJ1aWQiOiI5MmUxZjJjYS01MTc4LTQ0ZmYtYTU0NC1iNmIzNmEyNDU4ZjMifSwicG9kIjp7Im5hbWUiOiJhcHAtcG9kIiwidWlkIjoiZDY0MjJlZDgtYjBkNS00MjczLWJjODMtNTBiM2I1ZjE4NmIxIn0sInNlcnZpY2VhY2NvdW50Ijp7Im5hbWUiOiJkZWZhdWx0IiwidWlkIjoiNjJmZmY4ZjAtOTAxNy00ZDU2LTlhNTYtYjExYTI5NDQ0MjZkIn0sIndhcm5hZnRlciI6MTczOTYxNTg3Mn0sIm5iZiI6MTczOTYxMjI2NSwic3ViIjoic3lzdGVtOnNlcnZpY2VhY2NvdW50OmRlZmF1bHQ6ZGVmYXVsdCJ9.Ji2Duhh4QWT5f0HdPK8bjn1poQg3ShlKNaWRbhxt\_G1ZJqw7SbkpCqyPatS2D12rXQGRmzx7RXBm3JufP56FlQr7H6fNro49AIlHPZz3epM0wKs2\_zVY-tt30utTw95YDkWV7oPHe2kQ93-tGQEidnnAgdvHEWR3ldh9VSM9f4MkFVKu3YIkX2ryIIkUU8d8icuyKiwh0X1n-AWHF9jce4gahoUCG\_Q6jgo-9C8AlLjHTLo6a1dmw1wi5zGvwSUp4Kuut-g7h3iAEvl-r5P97S8SiCtacDLvL9daOVFa1IhhhZ18W84pmcYzva20EycA-LIWJDfBNUXhmTvVKaZ\_wgroot@app-pod:/var/run/secrets/kubernetes.io/serviceaccount#

pod use token to authenticate all resources

root@app-pod:/var/run/secrets/kubernetes.io/serviceaccount# cat token

eyJhbGciOiJSUzI1NiIsImtpZCI6Ijc1aGNuLVdFY2FvMWVLbjh4clVab0Zpb0ZCd1FEZWs4UGZ2dWtyZ0ZDSDgifQ.eyJhdWQiOlsiaHR0cHM6Ly9rdWJlcm5ldGVzLmRlZmF1bHQuc3ZjLmNsdXN0ZXIubG9jYWwiXSwiZXhwIjoxNzcxMTQ4MjY1LCJpYXQiOjE3Mzk2MTIyNjUsImlzcyI6Imh0dHBzOi8va3ViZXJuZXRlcy5kZWZhdWx0LnN2Yy5jbHVzdGVyLmxvY2FsIiwianRpIjoiNDQ4NmY5MTQtMDg1Yy00NDM5LWFlZDMtOGMzNjI5NWU0MjRjIiwia3ViZXJuZXRlcy5pbyI6eyJuYW1lc3BhY2UiOiJkZWZhdWx0Iiwibm9kZSI6eyJuYW1lIjoibWluaWt1YmUiLCJ1aWQiOiI5MmUxZjJjYS01MTc4LTQ0ZmYtYTU0NC1iNmIzNmEyNDU4ZjMifSwicG9kIjp7Im5hbWUiOiJhcHAtcG9kIiwidWlkIjoiZDY0MjJlZDgtYjBkNS00MjczLWJjODMtNTBiM2I1ZjE4NmIxIn0sInNlcnZpY2VhY2NvdW50Ijp7Im5hbWUiOiJkZWZhdWx0IiwidWlkIjoiNjJmZmY4ZjAtOTAxNy00ZDU2LTlhNTYtYjExYTI5NDQ0MjZkIn0sIndhcm5hZnRlciI6MTczOTYxNTg3Mn0sIm5iZiI6MTczOTYxMjI2NSwic3ViIjoic3lzdGVtOnNlcnZpY2VhY2NvdW50OmRlZmF1bHQ6ZGVmYXVsdCJ9.Ji2Duhh4QWT5f0HdPK8bjn1poQg3ShlKNaWRbhxt\_G1ZJqw7SbkpCqyPatS2D12rXQGRmzx7RXBm3JufP56FlQr7H6fNro49AIlHPZz3epM0wKs2\_zVY-tt30utTw95YDkWV7oPHe2kQ93-tGQEidnnAgdvHEWR3ldh9VSM9f4MkFVKu3YIkX2ryIIkUU8d8icuyKiwh0X1n-AWHF9jce4gahoUCG\_Q6jgo-9C8AlLjHTLo6a1dmw1wi5zGvwSUp4Kuut-g7h3iAEvl-r5P97S8SiCtacDLvL9daOVFa1IhhhZ18W84pmcYzva20EycA-LIWJDfBNUXhmTvVKaZ\_wgroot@app-pod:/var/run/secrets/kubernetes.io/serviceaccount# token=$(cat token)

root@app-pod:/var/run/secrets/kubernetes.io/serviceaccount# echo $token

C:\Users\user121>kubectl cluster-info

Kubernetes control plane is running at https://127.0.0.1:59601

CoreDNS is running at <https://127.0.0.1:59601/api/v1/namespaces/kube-system/services/kube-dns:dns/proxy>

$ control plane running on this url

t@app-pod:/var/run/secrets/kubernetes.io/serviceaccount# curl -k -H "Authorization: Bearer Stoken" https://0f3570d8-03b7-4r-aaf4-4c1b90504be3.k8s.ondigitalocean.com/api/v1

:\Windows\system32>kubectl get serviceaccoutn

error: the server doesn't have a resource type "serviceaccoutn"

C:\Windows\system32>kubectl get serviceaccount

NAME SECRETS AGE

default 0 22h

C:\Windows\system32>kubectl get sa

NAME SECRETS AGE

default 0 22h

C:\Windows\system32>kubectl get sa -n kube-system

NAME SECRETS AGE

attachdetach-controller 0 22h

bootstrap-signer 0 22h

certificate-controller 0 22h

C:\Windows\system32>kubectl create namespace kplabs-test

namespace/kplabs-test created

C:\Windows\system32>kubectl get sa -n kplabs-test

NAME SECRETS AGE

default 0 19s

Pod has default service account create after creteing a pod

C:\Windows\system32>kubectl get sa

NAME SECRETS AGE

default 0 22h

C:\Windows\system32>kubectl create sa custom-sa

serviceaccount/custom-sa created

C:\Windows\system32>kubectl get sa

NAME SECRETS AGE

custom-sa 0 7s

default 0 22h

$created a default service account

C:\Windows\system32>kubectl run custom-pod --image=nginx --dry-run=client -o yaml

apiVersion: v1

kind: Pod

metadata:

creationTimestamp: null

labels:

run: custom-pod

name: custom-pod

spec:

containers:

- image: nginx

name: custom-pod

resources: {}

dnsPolicy: ClusterFirst

restartPolicy: Always

status: {}

apiVersion: v1

kind: Pod

metadata:

labels:

run: custom-pod

name: custom-pod

spec:

serviceAccountName: custom-sa

containers:

- image: nginx

name: custom-pod

c

C:\Windows\system32>kubectl run custom-pod --image=nginx --dry-run=client -o yaml > custom-pod-sa.yaml

C:\Windows\system32>notepad custom-pod-sa.yaml

C:\Windows\system32>kubectl apply -f custom-pod-sa.yaml

pod/custom-pod created

C:\Windows\system32>notepad custom-pod-sa.yaml

C:\Windows\system32>kubectl apply -f custom-pod-sa.yaml

pod/custom-pod created

C:\Windows\system32>kubectl describe pod custom-pod

Name: custom-pod

Namespace: default

Priority: 0

Service Account: custom-sa

Node: minikube/192.168.49.2

$ assign service account to pod

Namedport

We can specify name in the cotnaiern refer to name port

C:\Windows\system32>kubectl run nginx --image=nginx --port=80 --dry-run=client -o yaml

apiVersion: v1

kind: Pod

metadata:

creationTimestamp: null

labels:

run: nginx

name: nginx

spec:

containers:

- image: nginx

name: nginx

ports:

- containerPort: 80

resources: {}

dnsPolicy: ClusterFirst

restartPolicy: Always

status: {}

C:\Windows\system32>kubectl run nginx --image=nginx --port=80

pod/nginx created

C:\Windows\system32>kubectl expose pod nginx --name first-svc --port=80 --target-port=http --type=NodePort

service/first-svc exposed

C:\Windows\system32>kubectl get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

first-svc NodePort 10.98.203.74 <none> 80:32052/TCP 14s

kubernetes ClusterIP 10.96.0.1 <none> 443/TCP 170m

# we had container port but has no names in this

#extranal ip public ip of worker node

C:\Windows\system32>kubectl run nginx --image=nginx --port=80 --dry-run=client -o yaml > pod\_named.yaml

C:\Windows\system32>notepad pod\_named.yaml

apiVersion: v1

kind: Pod

metadata:

creationTimestamp: null

labels:

run: nginx

name: nginx

spec:

containers:

- image: nginx

name: nginx

ports:

- containerPort: 80

name: custom-http

resources: {}

dnsPolicy: ClusterFirst

restartPolicy: Always

status: {}

# name=custom http is our naemsd port

We can use it directly , don’t need to give the port nounber

C:\Windows\system32>kubectl apply -f pod\_named.yaml

Warning: resource pods/nginx is missing the kubectl.ku

C:\Windows\system32>kubectl expose pod nginx2 --name named-svc first-svc --port=80 --target-port=http --type=NodePort

Error from server (NotFound): pods "nginx2" not found

AUTHETNICITY

apiVersion: v1

kind: Pod

metadata:

  creationTimestamp: null

  labels:

    run: external-pod

  name: external-pod

spec:

  serviceAccountName: external

  containers:

  - image: nginx

    name: external-pod

    resources: {}

  dnsPolicy: ClusterFirst

  restartPolicy: Always

status: {}

C:\Windows\system32>kubectl create sa external

serviceaccount/external created

C:\Windows\system32>kubectl run external-pod --image=nginx --dry-run=client -o yaml

apiVersion: v1

kind: Pod

metadata:

creationTimestamp: null

labels:

run: external-pod

name: external-pod

spec:

containers:

- image: nginx

name: external-pod

resources: {}

dnsPolicy: ClusterFirst

restartPolicy: Always

status: {}

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl apply -f sa-pod.yaml

pod/external-pod created

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl get pods

NAME READY STATUS RESTARTS AGE

external-pod 1/1 Running 0 11s

nginx 1/1 Running 1 (20m ago) 9h

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl get pods external-pod -o yaml

apiVersion: v1

kind: Pod

metadata:

$ poD RUNNING in external serviceaccount name

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl exec -it external-pod -- bash

root@external-pod:/# ls -l /run/secrets/kubernetes.io/serviceaccount/

total 0

lrwxrwxrwx 1 root root 13 Feb 15 19:14 ca.crt -> ..data/ca.crt

lrwxrwxrwx 1 root root 16 Feb 15 19:14 namespace -> ..data/namespace

lrwxrwxrwx 1 root root 12 Feb 15 19:14 token -> ..data/token

root@external-pod:/# cat /run/secrets/kubernetes.io/serviceaccount/token

eyJhbGciOiJSUzI1NiIsImtpZCI6Ijc1aGNuLVdFY2FvMWVLbjh4clVab0Zpb0ZCd1FEZWs4UGZ2dWtyZ0ZDSDgifQ.

AUTHORIZATION

First we define role like read or write service and then role binding which user can perfume this opn

apiVersion: rbac.authorization.k8s.io/v1

kind: Role

metadata:

  namespace: default

  name: pod-reader

rules:

  - apiGroups: [""]  # "" indicates the core API group

    resources: ["pods"]

    verbs: ["list"]

pod have only list permission ,action is list and

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl apply -f role.yaml

role.rbac.authorization.k8s.io/pod-reader created

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl get role

NAME CREATED AT

pod-reader 2025-02-15T19:44:55Z

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl describe role pod-reader

Name: pod-reader

Labels: <none>

Annotations: <none>

PolicyRule:

Resources Non-Resource URLs Resource Names Verbs

--------- ----------------- -------------- -----

pods [] [] [list]

$ pod have only list persmissions

$ Created role successfully now assocate role with user s

apiVersion: rbac.authorization.k8s.io/v1

kind: RoleBinding

metadata:

  name: read-pods

  namespace: default

subjects:

  - kind: User

    name: jane

    apiGroup: rbac.authorization.k8s.io  # Corrected typo (was "kas.io")

roleRef:

  kind: Role

  name: pod-reader

  apiGroup: rbac.authorization.k8s.io

pod-reader role associate with role user jane ,in subject define users and in roleref define permsiions ,pod readaer role associated with user jane

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl apply -f rolebinding.yaml

rolebinding.rbac.authorization.k8s.io/read-pods created

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl get rolebinding

NAME ROLE AGE

read-pods Role/pod-reader 39s

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl describe rolebinding read-pods

Name: read-pods

Labels: <none>

Annotations: <none>

Role:

Kind: Role

Name: pod-reader

Subjects:

Kind Name Namespace

---- ---- ---------

User jane

$ this role associated with User Jane

$ Pod reader associated with user jane

:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl delete -f role.yaml

role.rbac.authorization.k8s.io "pod-reader" deleted

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl delete -f rolebinding.yaml

rolebinding.rbac.authorization.k8s.io "read-pods" deleted

CLUSTER ROLE and ClusterRole Binding

Cluster role is global define across all namespaces

apiVersion: rbac.authorization.k8s.io/v1

kind: ClusterRole

metadata:

  name: pod-reader

rules:

  - apiGroups: [""]

    resources: ["pods"]

    verbs: ["list"]

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl apply -f cluster-role.yaml

clusterrole.rbac.authorization.k8s.io/pod-reader created

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl get clusterrole

NAME CREATED AT

admin 2025-02-14T11:09:08Z

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl describe clusterrole pod-reader

Name: pod-reader

Labels: <none>

Annotations: <none>

PolicyRule:

Resources Non-Resource URLs Resource Names Verbs

--------- ----------------- -------------- -----

pods [] [] [list]

$ pod have only list permissions

apiVersion: rbac.authorization.k8s.io/v1

kind: clusterRoleBinding

metadata:

  name: list-pods-global

subjects:

  - kind: User

    name: system:serviveaccount:default:external

    apiGroup: rbac.authorization.k8s.io

roleRef:

  kind: ClusterRole

  name: pod-reader

  apiGroup: rbac.authorization.k8s.io

$ cluser binding for cluster role for user pod-reader

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl apply -f cluster-role-binding.yaml

clusterrolebinding.rbac.authorization.k8s.io/list-pods-global created

D:\CKA BY zeal vora\PracticeME\section5 Domain and securtiy>kubectl describe clusterrolebinding list-pods-global

Name: list-pods-global

Labels: <none>

Annotations: <none>

Role:

Kind: ClusterRole

Name: pod-reader

Subjects:

Kind Name Namespace

---- ---- ---------

ServiceAccount external default

$ pod read permission associate waiht external user

Through cluster permission are attach to every or default namespace , thes permission are valid for the user in every namespace – check karlene dfault or evey namespace

Authentication

To get public and private key

Microsoft Windows [Version 10.0.19045.5487]

(c) Microsoft Corporation. All rights reserved.

C:\Windows\system32>ssh-keygen

Generating public/private ed25519 key pair.

Enter file in which to save the key (C:\Users\user121/.ssh/id\_ed25519): deep

Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in deep

Your public key has been saved in deep.pub

The key fingerprint is:

SHA256:WpkPzUHlaJeut/P7ZsVLjgWaTjpjRbW9e8XqNsb3mGE user121@DESKTOP-JFJ21I5

The key's randomart image is:

+--[ED25519 256]--+

| ... |

| . o o |

| + = o |

| \* = o . |

| S + + .o.|

| o o \* +=|

| . B ..E.=|

| = o.+\*B=|

| . o .\*\*B=|

+----[SHA256]-----+

C:\Windows\system32>cat id\_rsa.pub

'cat' is not recognized as an internal or external command,

operable program or batch file.

C:\Windows\system32>cat id\_rsa

'cat' is not recognized as an internal or external command,

operable program or batch file.

C:\Windows\system32>

$green with https signal we can define

$c Ceertificate based authentications

Kubectconfig FILES

C:\Windows\system32>kubectl config view

apiVersion: v1

clusters:

- cluster:

certificate-authority-data: DATA+OMITTED

server: https://kubernetes.docker.internal:6443

name: docker-desktop

- cluster:

certificate-authority: C:\Users\user121\.minikube\ca.crt

extensions:

- extension:

last-update: Sun, 16 Feb 2025 00:24:20 IST

provider: minikube.sigs.k8s.io

version: v1.35.0

name: cluster\_info

server: https://127.0.0.1:51990

name: minikube

contexts:

- context:

cluster: docker-desktop

user: docker-desktop

name: docker-desktop

- context:

cluster: minikube

extensions:

- extension:

last-update: Sun, 16 Feb 2025 00:24:20 IST

provider: minikube.sigs.k8s.io

version: v1.35.0

name: context\_info

namespace: default

user: minikube

name: minikube

current-context: minikube

kind: Config

preferences: {}

users:

- name: docker-desktop

user:

client-certificate-data: DATA+OMITTED

client-key-data: DATA+OMITTED

- name: minikube

user:

client-certificate: C:\Users\user121\.minikube\profiles\minikube\client.crt

client-key: C:\Users\user121\.minikube\profiles\minikube\client.key

C:\Windows\system32>

$ GENERATE KUBECONFIG FILE FROM SCRATCH

**Document - Kubeconfig from Scratch**

Create KubeConfig from scratch

**1. Add cluster details.**

kubectl config --kubeconfig=base-config set-cluster development --server=https://1.2.3.4

**2. Add user details**

kubectl config --kubeconfig=base-config set-credentials experimenter --username=dev --password=some-password

**3. Setting Contexts**

kubectl config --kubeconfig=base-config set-context dev-frontend --cluster=development --namespace=frontend --user=experimenter

**4. Repeating above steps for second cluster**

kubectl config --kubeconfig=base-config set-cluster production --server=https://4.5.6.7

kubectl config --kubeconfig=base-config set-context prod-frontend --cluster=production --namespace=frontend --user=experimenter

**Next Steps:**

**1. View Kubeconfig**

kubectl config --kubeconfig=base-config view

**2. Get current conext information:**

kubectl config --kubeconfig=base-config get-contexts

**3. Switch Conexts:**

kubectl config --kubeconfig=base-config use-context dev-frontend